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Abstract—Web Services are interfaces that describe a
collection of operations that are network-accessible through
standardized web protocols. When a required operation is
not found, several services can be compounded to get a
composite service that performs the desired task. To find
this composite service, a search process over a huge search
space must be performed. The algorithm that composes
the services must select the adequate atomic processes and,
also, must choose the correct way to combine them using
the different available control structures. In this paper a
genetic programming algorithm for web services composition
is presented. The algorithm has a context-free grammar
to generate the valid structures of the composite services.
Moreover, it includes a method to update the attributes of
each node. A full experimental validation with a repository
of 1,000 web services has been done, showing a great
performance as the algorithm finds a valid solution in all
the tests.
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I. INTRODUCTION

Web Services are interfaces that describe a collection of
operations that are network-accessible through standard-
ized web protocols, and whose features are described using
a standard XML-based language [1], [2]. This includes
functional features that indicate the input/output needed to
invoke the execution of a web service; non-functional fea-
tures such as cost, robustness, reliability, etc.; interaction
features or choreography that describe how a client dialogs
with the service in order to consume its functionality;
and structural features or orchestration that model how
the internal components of the service are combined to
execute it.

In this way, as the characteristics are available through
the interfaces, the web services can be discovered and
invoked automatically by extern programs (clients). When
programs do not find a service with the required function-
ality (inputs and outputs), it is possible to compose a new
service automatically. This composed service combines
the functionalities of other services to get the desired
outputs. One of the main advantages of web services is that
they make their characteristics available to other programs
or agents. This combination can consist in a set of services
that are executed in a sequence or in a set of workflow-
like structures that control the execution of the services
(specified through web services composition languages as
OWL-S [3] or BPEL4WS [4]). These two problems are
very different from the point of view of computational
complexity: in the second case the number of candidate
solutions can be really high. This makes classical search
methods not applicable.
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In the last years several papers have dealt with the
composition of OWL-S services. Some approaches con-
sider the composition problem as a planning problem of
several actions (services) that operate on an initial state
(inputs and preconditions) and generate an output state
(postconditions) [5], [6], [7], [8], [9]. In these works, the
planning techniques are blended with semantic reasoning
to combine the outputs of some services with the inputs of
others. The main problem is that in these approaches the
result of the composition is a sequence of services and,
therefore, they do not take into account other control con-
structions that are part of the OWL-S model. In this way,
this particular problem has a computational complexity
much lower than those compositions that follow languages
like OWL-S or BPEL4WS.

Other papers solve the composition of services with
optimization techniques like linear logic [10] or genetic
programming [10], [11]. These works have been vali-
dated with a low number of services and, consequently,
the performance of the proposed algorithms cannot be
really tested. The most similar approach to our pro-
posal describes an algorithm for services composition in
BPEL4WS [11]. The main difference with our proposal
is that (i) it does not show a formal description of
the grammar to compound services, and (ii) attributes
updating after crossover and mutation is not explicitly
managed. Therefore, it is difficult to evaluate the degree
of fulfillment of all the interactions among services to get
a valid solution.

In this paper we present a genetic programming algo-
rithm that solves the problem of composition of OWL-
S services. The algorithm uses a context-free grammar
to limit the valid structures and takes into account the
attributes updating. A full validation has been done in
OWLS-TC [12], a repository with more than 1,000 ser-
vices, showing a great performance, as in all the cases a
correct composition was found.

II. GENETIC PROGRAMMING FOR WEB SERVICES
COMPOSITION

The first step in the design of an algorithm for web
services composition requires the definition of the type of
composite services that are going to be build. A compact
definition of the valid structures of a tree (chromosome)
for a web services composition can be described by a
context-free grammar.
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« V = {initialProcess, process, compositeProcess}

« ¥ = {anyOrder, atomicProcess, choice, sequence, split,
splitJoin}

e S =initialProcess

e Rules:

initialProcess — sequence process

process — compositeProcess process | atomicPro-
cess process | compositeProcess | atomicProcess
compositeProcess — anyOrder process | choice pro-
cess | sequence process | split process | splitJoin pro-
cess

Figure 1. Context-free grammar for web services composition.

A. Context-free grammar

A context-free grammar is a quadruple (V,X, P, S),
where V' is a finite set of variables, ¥ is a finite set of
terminal symbols, P is a finite set of rules or productions,
and S is an element of V called the start variable.
The grammar that defines the valid structures for web
services composition is described in Fig. 1. The first item
enumerates the variables, then the terminal symbols, in
third place the start variable is defined, and finally the
rules for each variable are enumerated. When a variable
has more than one rule, rules are separated by symbol |.
Variable initialProcess is the start variable of the grammar
and generates a sequence of processes.

Variable process defines either composite processes or
atomic processes. Two of the four rules of this variable
are recursive and, therefore, a process can be composed
of any number of atomic and composite processes. Finally,
variable compositeProcess represents the combination of
a control structure and a process (of any type), i.e. a
composite process.

All the nodes of type variable, together with terminal
symbol atomicProcess constitute the service nodes. They
are characterized by the following attributes:

o Control structure: the node of type control structure
({anyOrder, choice, sequence, split, splitJoin}) the
service node depends on.

o Available inputs: are those inputs that are available
for a service. A subset of them are selected as inputs
to the service.

o Necessary inputs: are the inputs that the node needs
for running all the atomic processes in the subtree for
which the root is the node.

o Obligatory inputs: in some situations, the outputs of
several services have to be used as inputs to the
current service. This means that at least one of that
outputs has to be selected as input to the current
service. An example of this situation is the sequence
of two services S, and Sy. Let O, = {of, ..., 0} }
be the set of outputs generated by service S,, and
= {4, ..., i%b} be the set of necessary inputs
of Sp. Then, O, N I} # . If this condition is not
fulfilled, the composition of services S, and S; is not
a sequence, and the structure is not valid. Therefore,
the inputs of the service must contain a subset of
the obligatory inputs. Following the example, the
obligatory inputs of service S, are the outputs of
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service Sg, i.e., Ij = O,.

o Outputs: generated by the service. They can be di-
rectly generated by the service (if it is an atomic
process) or by the subtree with the service as root
node (composite process).

The size of the search space can be calculated taking
into account both the grammar and the services repository.
In this paper, the repository that has been used for the
validation of our proposal is the OWLS-TC collection
(a repository of 1,000 services). Thus, the size of the
search space is over 100, Other approaches to services
composition only consider sequences of services and,
therefore, the size of the search space is much lower (103°
for sequences of up to 10 services). Consequently, our
proposal solves a much more difficult problem.

B. Attributes updating

The initialization of a tree (web services composition),
or a modification of it due to crossover or mutation,
requires the updating of all the attributes of each node.
The initial step of the algorithm resets all the attributes of
all the nodes in the tree, and then initializes the necessary
inputs of the root node (initialProcess) to the set of inputs
of the web services composition to be solved. Then, the
tree is traversed in preorder, updating the attributes of
each node. To traverse a tree in preorder, the following
operations must be performed recursively at each node,
starting with the root node: first, visit the root. Then,
traverse the subtrees that have as root node the children
of the root. Children are traversed in order, starting with
the leftmost node and continuing to the right. Updating
the attributes of each node is done in a different way
depending on the type of attribute:

o Control structure (cs): this attribute is propagated in
a top-down way. This means that a node inherits the
attribute value from its parent. There is an exception
to this rule. The node will set its control structure
to its leftmost brother when that brother is a control
structure.

Available inputs (/%): they are propagated in a top-
down way. When the control structure of the node is
sequence, all the outputs of the brothers to the left of
the node will also be added as available inputs.
Necessary inputs (/™): the propagation is done in a
bottom-up way. This means that, if and only if the
node is a leaf node, all its ancestor nodes will add as
necessary inputs the necessary inputs of the node.
Obligatory inputs (/°): they are propagated in a top-
down way. There is an exception to this rule: when
the control structure of the node is sequence and the
brother node immediately to the left is a service node.
In this case, the following algorithm is applied to get
the obligatory inputs:

1) Traverse in preorder the subtree that has as root
node the brother node just to the left of the
current node (the one for which the obligatory
inputs are being calculated).



2) Get the last node traversed in that process. It
will be the rightmost node of the subtree.

If both the last and current nodes depend on the
same control structure (they have a reference to
the same node of type controlStructure), then
the obligatory inputs of the current node are the
outputs of the last node.

Else, the obligatory inputs of the current node
are the outputs of the brother node immediately
to the left.

o Outputs (O): the attribute is propagated in the same

way as the necessary inputs.

Fig. 2 shows a services composition. Terminal symbols
(leafs of the tree) are represented by rectangles or squares,
and variables are shown as flatted circles. Each node
includes the values of the different attributes. In this
example the initial available inputs are i, and 45, while
the outputs that are generated by the atomic processes are
02.1, 03.1, 06.1, and o7 1.

3)

4)

Initial Process
1d: 0 cs:

% i, ip 1™ 021, 034, ia, ib

1°: O: 024, 03.1, 051, 07,

Sequence
Id: 1.1

Process
Id: 1.2 cs: sequence 1.1
io 1" 02,1, 031, lay o
I 0: 024, 034, 061, 07,

Process
Id: 2.2 cs: sequence 1
IEl |a b, 02.1 1" 021, 031 |h
% 014 O: 031 0.1, 071
Process
Id: 3.2 cs: sequence 1.1
1 i, b, 024, 031 1" 031, i
1° 031 O: 064,074

Composite Process
Id: 4.1 cs: sequence 1.1

1% ia, b, 021, 031 1" 031, i
1° 031 O: 064,074

Atomic Process
Id: 2.1 cs: sequence 1.1
12 ia, i
1°:

1EiS 0: 024

[
Atomic Process
Id: 3.1 cs: sequence 1.1
122 ia, b, 021
1" 0,1 1021 O:034

Process
Id: 5.2 cs: anyOrder 5.1
1% g, b, 021, 034 1™ 01, iy
1% 034 0: 061, 071

anyOrder
Id: 5.1

Atomic Process Process
Id: 6.2 cs: anyOrder 5.1
I%: iy, ib, 024, 031, Op.1
1" 031 1034 O:074

Id: 6.1 cs: anyOrder 5.1
Atomic Process

1%, b, 021, 034
1" 034,05 1% 031 O: 064

Id: 7.1 cs: anyOrder 5.1
I%: iy, ib, 024, 031, Og.1

" 034 I%031 O:074

Figure 2. A chromosome representing the composition of several atomic
processes.

C. Genetic programming-based algorithm

Fig. 3 describes the genetic programming algorithm that
has been used for web services composition. The first three
steps of the algorithm correspond to an initialization. ¢
represents the number of iterations, while timesRun will
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be used to detect situations in which the search gets stuck.
The iterative part of the algorithm starts at step four.
This part will be repeated until the maximum number of
iterations is reached or the best possible solution is found.
The main stages of the iterative part are the selection of
the individuals, the crossover and mutation to generate
new individuals, their evaluation, the replacement of the
population, the local search, and the checking of stuck
situations in the search process. All of them are described
in detail in the next sections.

1) Initialize population
2) Evaluate population
3) t =1, timesRun = initialTimesRun
4) While r < maxT and fitness,,,, < maxFitness
a) Selection
b) Crossover
¢) Mutation
d) Evaluate new individuals
e) Replace population
f) Run the local search
g t=t+1
h) If bestind (1) # bestind(t — 1), then timesRun
timesRun — 1
If none of the individuals of the population
have been created in the current iteration, then
timesRun = timesRun — 1
If timesRun < 0, then:
i) Reinitialize population, keeping only the best
individual.
ii) Evaluate new individuals
iii) timesRun = initialTimesRun

i)

i)

Figure 3. Genetic programming algorithm for web services composition.

1) Initialization: The first step of the algorithm is the
generation of the initial population. A new individual is
generated applying randomly the rules of the grammar.
If the depth of the tree reaches the maximum predefined
value, then all the nodes of type service at that depth are
transformed to atomicProcess nodes. Once the structure of
the tree has been defined, the attributes of the nodes must
be initialized using the algorithm defined in Sec. II-B.

This attributes updating algorithm is run with one spe-
cial characteristic. When an afomicProcess node is reached
during the traversal of the tree, as no specific service
has been assigned to it, one has to be selected from the
repository. The selection is done randomly from the set
of services that fulfill: If O I); and I7 N I, # (). Thus, a
service k can be selected if its 1nputs are a subset of the
available inputs of the azomicProcess node j (If') and if at
least one of the inputs of k& belongs to the set of obligatory
inputs of j ().

2) Evaluation: The calculation of the fitness of each
individual of the population is done analyzing four criteria:
generated outputs, used inputs, depth of the tree and
number of nodes of type atomicProcess:

Orm)t I )T(L)of )
tness = wi - +
ﬁ ! ( Oobj I{]bj
1 1
. . 1
“2 depth tuws #atomicProcess M

where O,,,, are the outputs of the root node of the tree (this
node is the result of the composition of the services), Oy,



are the outputs that are required to solve the composition,
I}, are the necessary inputs of the root, I, are the inputs
provided to solve the composition, #atomicProcess is the
number of atomic processes in the tree, and w; are values
that weight the importance of each criterion.

3) Selection: The selection mechanism that has been
used is the binary tournament selection. In a k-tournament
selection, k individuals are randomly picked from the
population with replacement, and the best of them is
selected. In this case, k = 2 (binary tournament selection).

4) Crossover: The crossover operator consists in the
replacement of a subtree of the individual by a subtree of
the other individual. The process is as follows:

o Select randomly a node of type service in the first

individual.

o Generate the set of candidate nodes in the second
individual. These nodes must have the following
characteristics:

— They must be of type service.

- (I# = O9)NIY # 0. If — O4 represents all the
inputs that are used by the subtree of the second
individual and that have not been generated in-
side that subtree. This set of inputs must contain
at least one of the obligatory inputs of the subtree
that is going to be replaced in the first individual.
13 — Oy C I. Also, the set of inputs used in
the subtree of the second individual must be a
subset of the available inputs for the subtree of
the first individual.

o Select randomly a node of the candidate nodes set,
and replace the subtree of the first individual with the
selected subtree of the second individual.

« Execute the attributes updating algorithm. During the
execution of the algorithm, if a leaf node of type
atomicProcess is reached, two conditions must be
checked: Ij‘-l D I, and IJQ NI # 0, ie., the inputs
of the process (/) must be a subset of the available
inputs of the node and, also, they must contain at
least one of the obligatory inputs of the node. If
the conditions are not fulfilled, a new atomic process
must be selected using the same procedure as in the
initialization stage (Sec. I1I-C1).

5) Mutation: The mutation operator modifies a subtree
of the individual. First, a node must be randomly selected.
If the node is of type variable, then the subtree that has
as root the selected node is eliminated. The new subtree
is generated applying the rules of the grammar randomly
for that variable in the same way as in the initialization
stage (Sec. II-C1). On the other hand, if the node is of
type terminal, there are two cases:

o If the node is a control structure, a new one is

randomly selected.

o If the node is an atomic process, then a new process
is randomly selected from the repository using the
same conditions defined in the initialization stage
(Sec. II-C1)

In all the cases, the attributes updating algorithm must

be run. Also, the validity of the atomic processes must be
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checked and, if necessary, a new selection of the atomic
processes is done.

6) Replacement: The selection mechanism is based on
the CHC model [13]. It is a population-based selection
approach, i.e., parents and their corresponding offspring
are combined (generating a population with a size 2NV,
being N the size of the initial population), and the best
N individuals are selected for the next population.

7) Local search: The objective of the local search is
to improve some of the individuals of the population
implementing a search process with a low degree of
exploration and a high degree of exploitation, i.e., a very
exhaustive search in the neighborhood of the individual.
In this paper the local search has been implemented with
the steepest ascent hill climbing algorithm.

8) Reinitialization: The last steps of each iteration (Fig.
3) update the value of timesRun, decreasing it when the
best individual has not improved and also when no individ-
uals of the current iteration have survived the replacement
process. If timesRun takes a value below 0, the population
is reinitialized in the same way as in the initialization
stage, but keeping the best individual.

III. RESULTS

The validation of the genetic programming algorithm
for web services composition has been done with a
set experiments with different degrees of complexity. A
repository with 1,000 services has been used for the tests.
The service compositions that have been implemented are
shown in Fig. 4. For each example, a short description
of the task that the composite service solves is given.
Also, the available inputs (those provided by the user) and
the desired outputs are enumerated. Then, the solution to
the requested service is indicated: it is a combination of
control structures and atomic processes. In most of the
cases there are a few possible best solutions, but only one
has been indicated in Fig. 4. After that, each of the atomic
processes is described and, finally, the maximum fitness is
indicated. This maximum fitness is, in most of the cases,
under 1, as the depth of the tree and the number of atomic
processes in the composite process are greater than one
(Eq. 1).

Table I shows the results for all the test examples
described in Fig. 4. Each column in the table represents the
results of the evolutionary algorithm for a test example.
As evolutionary algorithms are nondeterministic, results
of one run over an example are not meaningful. Thus, for
each of them 10 runs were executed. The rows represent
the time to obtain the best solution found by the algorithm,
the quotient between the necessary inputs of the root
and the inputs provided to solve the composition, the
quotient between the outputs of the root node of the
tree and the outputs required to solve the composition,
the fitness value, the depth and the number of atomic
processes of the tree and, finally, the number of the
different control structures in the tree (sequence, split,
splitoin, anyOrder, choice). For each of these columns,
two values are represented: x is the arithmetic mean over



n

2)

3)

4)

3)

Obtain the time interval and the diagnostic process for a hospital:
e Inputs: _HOSPITAL
e Outputs: _TIMEINTERVAL, _DIAGNOSTICPROCESS
e Solution: sequence(HOSPITAL_DIAGNOSTICPROCESSTIMEINTERVAL_SERVICE)
e List of atomic processes:
— HOSPITAL_DIAGNOSTICPROCESSTIMEINTERVAL_SERVICE:

«  Inputs: _HOSPITAL

*  Outputs: _TIMEINTERVAL, _DIAGNOTICPROCESS
e Bestfitness: 1.0

Confirm if, given a town, country and a price, it is possible to buy coffee and whiskey:
e Inputs: _COUNTRY, _TOWN, _RECOMMENDEDPRICE
e Outputs: _COFFEE, _WHISKEY
e Solution: sequence(TOWNCOUNTRY_HOTEL_SERVICE, HOTELRECOMMENDEDPRICE_COFFEEWHISKEY_SERVICE)
e List of atomic processes:
— TOWNCOUNTRY_HOTEL_SERVICE:
* Inputs: _COUNTRY, _TOWN
* Outputs: _HOTEL
— HOTELRECOMMENDEDPRICE_COFFEEWHISKEY_SERVICE:
* Inputs: _RECOMMENDEDPRICE, _HOTEL
* Outputs: _COFFEE , _WHISKEY
e Bestfitness: 0.975
Obtain the maximum price of a book given the academic item number of the author:
e Inputs: _ACADEMIC-ITEM-NUMBER
Outputs: _MAXPRICE, _BOOK
Solution: sequence(ACADEMIC-ITEM-NUMBER_BOOKAUTHOR_SERVICE, AUTHOR_BOOKMAXPRICE_SERVICE)
List of atomic processes:
— ACADEMIC-ITEM-NUMBER_BOOKAUTHOR_SERVICE:
* Inputs: _ACADEMIC-ITEM-NUMBER
% Outputs; _AUTHOR , _BOOK
— AUTHOR_BOOKMAXPRICE_SERVICE:
* Inputs: _AUTHOR
*  Outputs: _MAXPRICE , _BOOK
e Bestfitness: 0.975
Get the maximum price of a book, its type and the recommended price in dollars using the academic item number of the author:
e Inputs: _ACADEMIC-ITEM-NUMBER
e Outputs: _MAXPRICE , _BOOK-TYPE , _RECOMMENDEDPRICEINDOLLAR

e Solution: sequence(ACADEMIC-ITEM-NUMBER_BOOKAUTHOR_SERVICE, AUTHOR_BOOKMAXPRICE_SERVICE, anyorder(BOOK_RECOMMENDEDPRICEINDOLLAR_SERVICE,

BOOK_AUTHORBOOK-TYPE_SERVICE)
e List of atomic processes:

— ACADEMIC-ITEM-NUMBER_BOOKAUTHOR_SERVICE:
Inputs: _ACADEMIC-ITEM-NUMBER
«  Outputs: _AUTHOR , _BOOK

~  AUTHOR_BOOKMAXPRICE_SERVICE:

«  Inputs: _AUTHOR
% Outputs: _MAXPRICE , _BOOK

- BOOK_RECOMMENDEDPRICEINDOLLAR_SERVICE:

*  Inputs: _BOOK
*  Outputs: _RECOMMENDEDPRICEINDOLLAR

- BOOK_AUTHORBOOK-TYPE_SERVICE:

*  Inputs: _BOOK
% Outputs: _BOOK-TYPE

e Bestfitness: 0.9225
Get the weather, map and hotel given the city:
e Inputs: _CITY
e Outputs: _WHEATHERSEASON, _MAP, _HOTEL
e Solution: sequence(split(CITYCITY_MAP_SERVICE, CITY_WHEATHERSEASON_SERVICE, DURATIONCOUNTRYCITY_HOTEL_SERVICE))
e List of atomic processes:
- CITYCITY_MAP_SERVICE:

«  Inputs: _CITY
«  Outputs: _MAP

- CITY_WHEATHERSEASON_SERVICE:

«  Inputs: _CITY
% Outputs: _WHEATHERSEASON

— DURATIONCOUNTRYCITY_HOTEL_SERVICE:

% Inputs: _CITY, _DURATION, _COUNTRY
*  Outputs: _HOTEL

e Bestfitness: 0.9417

Figure 4. Description of the web services compositions used for test.

Table 1
AVERAGE RESULTS (X & o) FOR THE TEST EXAMPLES

[ Example || 1 [ 2 [ 3 [ 4

Time (s) 25,70 £ 1720[13701 £ 7,52|16737 + 63122704 + 268015573 + 12,35
II’L;” 1,00 + 0,00 1,00 + 0,00 1,00 4+ 0,00 1,00 &+ 0,00 1,00 £ 0,00

obj
%;’f 1,00 = 0,00 1,00 + 0,00 1,00 + 0,00 1,00 &+ 0,00 1,00 £ 0,00

obj
Finess T00 £ 0,00] 098 + 0,00] 096 & 0,02] 092 £ 0,00] 092 £ 0,00
depth 240 £ 052] 3,00 £ 000 360 £ 126] 810 £ 191] 7,30 £ 231
FatomicProcess || 1,00 £ 0,00| 2,00 £ 0,00] 2,00 £ 000 400 £ 0,00] 3,10 £ 032
Fsequence || 000 £ 032| 1,00 £ 0,00 1,10 £ 032] 2,00 £ 094| 1,10 £ 058
Zsplit 0,00 £ 0,00 0,00 £ 0,00 0,10 £ 032] 040 £ 0,0 050 £ 0,53
Zsplitloin 0,00 £ 0,00] 0,00 £ 0,00] 0,00 £ 0,00] 000 £ 000] 0,00 £ 0,00
ZanyOrder || 0,10 £ 032 0,00 £ 0,00] 020 * 0,63] 050 £ 053] 0,70 £ 0,67
Fchoice 0,00 £ 0,00 0,00 £ 0,00] 020 £ 042] 030 £ 048] 0,70 £ 082

383




10 runs and o is the standard deviation over the 10 runs,
which reflects the robustness of the probabilistic algorithm
to obtain similar results regardless the followed pseudo-
random sequence.

The values that have been used for the parame-
ters of the evolutionary algorithm are: maxT 100,
initialTimesRun = 20, population size = 200, crossover
probability = 0.9, mutation probability = 0.03 (per gene),
maximum depth of the tree = 12, w; = 0.9, wy = 0.05,
w3 = 0.05, percentage of the individuals to apply local
search = 1%.

The first thing that must be noticed is that, in all the
test examples an acceptable solution has been found in all
the runs. This means that I}, = Iop and O, = Oy
On the other hand, the maximum possible fitness has been
reached for three of the tests, while in the other two the
fitness is a 2% lower than the best fitness (Table 4). Going
into the details for each test:

o Test 1: this test is very simple, as it is just an atomic
process and not a services composition. However, it
has been included to verify that also under simple
conditions the algorithm works properly (the best
fitness was always reached). The number of atomic
processes is always the right one, while the depth is
slightly over the minimum possible value (2). The
number of control structures is always null, except
for sequence as this node is inserted in the tree by
the rule of the start symbol.

o Test 2: in this example all the executions reached
the best possible services composition (two atomic
processes connected in a sequence).

o Test 3: the number of atomic process that have been
used in this composition is always the correct one (2).
However the depth has a high variability. This means
that some unnecessary nodes (control structures) have
been generated.

o Test 4: again, the number and type of atomic pro-
cesses is correct (always very close to the maximum
fitness), but the composition has been obtained with
different structures in each of the runs. Therefore,
there is variability in the depth and, also, in the type
of control nodes.

o Test 5: the number of atomic processes is near the
best one (3), but it has been reached with different
structures: sequence, split, anyOrder and choice have
been used to generate the different solutions.

IV. CONCLUSIONS

A genetic programming algorithm for web services
composition has been presented. The algorithm is able to
compound services using different control structures and
generates compositions following a context-free grammar.
A full validation has been done with a repository of
1,000 services, showing a very good performance. In
all the tests and runs a valid solution was found and,
moreover, in many cases the best possible composition
was obtained. As future work, a pruning method will be
added to improve the size of the obtained compositions.
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