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Quick Design of Fuzzy Controllers With Good
Interpretability in Mobile Robotics

Manuel Mucientes and Jorge Casillas

Abstract—This paper presents a methodology for the design of
fuzzy controllers with good interpretability in mobile robotics. It is
composed of a technique to automatically generate a training data
set plus an efficient algorithm to learn fuzzy controllers. The pro-
posed approach obtains a highly interpretable knowledge base in a
very reduced time, and the designer only has to define the number
of membership functions and the universe of discourse of each
variable, together with a scoring function. In addition, the learned
fuzzy controllers are general because the training set is composed
of a number of automatically generated examples that cover the
universe of discourse of each variable uniformly and with a pre-
defined precision. The methodology has been applied to the design
of a wall-following and moving object following behavior. Several
tests in simulated environments using the Nomad 200 robot soft-
ware and a comparison with another learning method show the
performance and advantages of the proposed approach.

Index Terms—Ant colony optimization, behavior design, fuzzy
control, learning, mobile robot navigation.

I. INTRODUCTION

AUTONOMOUS mobile robots are those robots that have
the ability to move and perform tasks in real environments

without human supervision. According to [1], control tasks on
a robot can be of two different kinds: reactive and deliberative.
Reactive control uses the current sensor information to select
the control action, while deliberative control also uses previous
sensor information and, as a result, plans about future positions
and actions of the robot. Modern control architectures for this
kind of robots are hybrid, thus they have several layers: at the
lowest layer all the reactive control is grouped, while on the
top layer the planning tasks are done. In that way, the robot is
able to implement complex tasks and react to changes in the
environment (obstacles moving, people appearing, etc.).

The reactive layer is usually implemented with behaviors
(tasks like wall-following, go through a door, follow a person,
avoid a moving object, etc.) that are coordinated by the planning
layer. The environments in which an autonomous robot moves
are unconstrained and have a high amount of uncertainty.
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Furthermore, information provided by robot sensors is noisy
and unreliable. This problem becomes more important when
data from ultrasound sensors are used because of low angular
resolution and specular reflection. Fuzzy logic has shown to be
a useful tool when dealing with this uncertainty and has been
widely used for the design of behaviors in robotics [2], [3].

However, the design of fuzzy controllers has mainly two
problems. On the one hand, the knowledge about the task to
be controlled must be extracted, and sometimes this is very
difficult. On the other, the designer usually has to spend a long
time tuning the controller [4]. Due to these difficulties, the use
of learning methods for the design of fuzzy controllers has been
generalized [5]. There are different approaches: evolutionary
algorithms [6]–[13], neural networks [14], [15], reinforcement
learning [16]–[23], a combination of neural networks and evo-
lutionary algorithms [24]–[27], etc. Evolutionary algorithms
have some characteristics that make them especially useful
for the design of fuzzy controllers: they are flexible to design
different components of a controller, constraints can be easily
included, and they let the designer decide the most adequate
tradeoff between interpretability and accuracy for a specific
controller.

The approaches that can be found in the bibliography have
different shortcomings. Some of them take a long time to learn
the behaviors [6], [7], [11], [17], [21]. Others need the defini-
tion of a lot of parameters that depend on the problem and/or
environment, or a partial description of a knowledge base [9],
which complicates the design of new behaviors since parame-
ters must be tuned and expert knowledge has to be acquired.
Besides, sometimes the learned behavior is not general [7], [9],
[11], [27], [28]; thus the performance is adequate in some envi-
ronments but poor in others. As a result, the learned behavior is
not reliable and its implementation on the real robot is not ad-
equate. Finally, the interpretability of some of the learned con-
trollers is poor [6], [15], [21], [25], [27]–[30] and, as a conse-
quence, it is difficult to detect and solve errors during the oper-
ation of the controller.

This paper presents a methodology to design behaviors in mo-
bile robotics that tries to address the above mentioned draw-
backs. This methodology consists of two parts: a novel tech-
nique to automatically generate data sets plus a learning method
to automatically design fuzzy controllers from them.

The proposed technique automatically generates data sets for
the design of behaviors in mobile robotics. It aims at providing
a learned behavior totally general where the robot implements
a valid control action in any situation. Therefore, the technique
addresses two of the above-mentioned drawbacks since it
simplifies the design of fuzzy controllers and they are built to
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properly work in any environment. To illustrate its performance,
we have chosen two different behaviors (wall-following and
moving object following) in this paper, though the technique
could be easily adapted to other behaviors.

The technique “opens the door” to the automatic design of
fuzzy robot controllers for any data-driven learning method.
The technique automates a number of tasks in the fuzzy
controller design, thus leaving only a few components to be
defined by the expert. With the aim of addressing some of the
above-mentioned drawbacks by performing a quick learning
and providing fuzzy controllers with good interpretability, we
propose to use a simple but effective method: the cooperative
rules (COR) methodology [31]–[33]. In this paper, we have
adapted this methodology to our problem by considering sev-
eral consequent variables and using a different fitness function
to facilitate the rule base reduction. Besides, we use ant colony
optimization (ACO) [34] as a search algorithm to decrease
the learning time. Several experiments in different simulated
environments (Nomad 200 simulator) have been done in order
to test the performance of the proposed method.

This paper is organized as follows. Section II introduces
the technique to generate data sets for the wall-following and
moving object following behaviors. Section III presents the
considered learning method. Section IV shows the obtained
results and a detailed experimental analysis. Section V outlines
some conclusions.

II. AUTOMATIC DESIGN OF BEHAVIORS IN MOBILE ROBOTICS

Our proposed technique for the generation of data sets for
learning fuzzy controllers in mobile robotics has the following
steps.

1) Definition of the input and output variables, and calculation
of the input values using the information provided by the
sensors and the robot’s odometry.

2) Definition of the universe of discourse, the number of fuzzy
sets, and the precision of each variable .

3) Definition of the scoring function (SF), a function that eval-
uates the action of the fuzzy controller over an example.

4) Definition of the objective function, the index that mea-
sures the global quality of the encoded rule set. This func-
tion is independent of the behavior.

5) Robot simulation, in order to reduce the time needed for
learning. The robot is modeled with a set of equations that
are valid for all behaviors.

6) Construction of the training set. The set of examples is cre-
ated combining the values of the variables of the antecedent
part. The values for the consequent part are calculated by
testing all the possible combinations of the discrete output
values.

In order to describe the steps of this technique in detail, a
couple of behaviors are used as examples: wall-following and
moving object following. Similar steps could be applied for
learning other behaviors.

• The wall-following behavior is usually implemented
when the robot is exploring an unknown area or when
it is moving between two points in a map, generally in
indoor environments. A good wall-following controller

Fig. 1. Description of the points, distances, and angles needed for the calcula-
tion of the input variables for the moving object following behavior.

is characterized by three features: to maintain a suitable
distance from the wall that is being followed, to move
at a high velocity whenever possible, and to avoid sharp
movements, making smooth and progressive turns and
changes in velocity.
The controller can be configured modifying the values of
two parameters: the reference distance , which is the
desired distance between the robot and the selected wall,
and the maximum velocity attainable by the robot .
In this paper, it is assumed that the robot is going to follow
a contour that is on its right side. Of course, the robot could
also follow the left-hand wall by simply interchanging the
sensor inputs.

• A mobile robot can implement the moving object following
behavior for pursuing a person, or when it is cooperating
with other robots in the implementation of a task and one
of the robots is guiding the other ones. A good implemen-
tation of the behavior has to place the robot at the objec-
tive point (see Fig. 1). This point is defined
using the desired distance between the robot and
the moving object, and the reference deviation ,
which is an angle that indicates the position of the robot
with respect to the advance direction of the moving object.
If , the robot will follow the moving object ex-
actly behind it, while positive values of indicate that
the robot will be placed at the right of the advance direction
of the object, and negative values to the left. Furthermore,
a good controller for this behavior must implement smooth
changes in the velocity and angle of the robot.

A. Preprocessing of the Variables

The first step in the design of the controller is the selection of
the input and output variables.

1) Wall-Following: For the wall-following behavior, two of
the input variables are the relative right-hand distance (RD) and
the distances quotient (DQ), which are calculated as

RD (1)

DQ (2)
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DQ is the relative position of the robot inside a corridor,
which provides information that is of greater relevance to the
problem than simply using the left-hand distance. A high value
for DQ means that the robot is closer to the right-hand wall,
while a low value indicates that the closer wall is the left-hand
one. In this case, the robot should approach to the right-hand
wall, although the right-hand wall is lower than the reference
distance. The other input variables are the relative linear velocity
of the robot (LV)

LV (3)

where is the real linear velocity of the robot and the orienta-
tion of the robot with respect to the wall it is following .
A positive value of the orientation indicates that the robot is ap-
proaching the wall, while a negative value means the robot is
moving away from the wall. The output variables are the rel-
ative linear acceleration (LA) and the relative angular velocity
(AV)

LA (4)

AV (5)

where and are the maximum linear acceleration and
the maximum angular velocity attainable by the robot.

All the information used to calculate distances and orienta-
tions is obtained from the ultrasound sensors of the robot. The
data are processed using distributed perception [35], and for this
reason the sensors are grouped in different sets. Distances are
measured as the minimum distance of a set of sensors (obvi-
ously, the set of sensors is different for RD and DQ). will
be a weighted sum of the orientation of each sensor in the set,
giving more weight to those sensors that detect closer obstacles

angle
(6)

where is the number of sensors in the set, angle is the angle
of sensor is the measured distance of this sensor, and
is the maximum distance that a sensor can measure.

2) Moving Object Following: For this behavior, the input
variables are the following.

• The distance between the robot and the objective point

(7)

• The deviation of the robot with respect to the objective
point. A negative value indicates that the robot is moving in
a direction to the left of the objective point, while a positive
value means that it is moving to the right

(8)

• The difference of velocity between the robot and the object

(9)

where , and are the linear velocities of the
robot, the moving object, and the maximum velocity at-
tainable by the robot (as has been previously defined for
the other behavior).

• The difference of angle between the object and the robot

(10)

The output variables are the LA (4) and the AV (5).

B. Universe of Discourse and Precision

The second step in the design is the definition of the universe
of discourse, the number of fuzzy sets, and the precision of
each variable . The universe of discourse is, for some variables
(RD, DQ, for wall-following, and for moving
object following), a reduced version of the real universe of dis-
course, and it should contain those values of the variable that are
meaningful for learning. For example, high values of distances
are not useful during learning, because for all of them the robot
will execute the same action. Therefore, it is enough to include
only a few high values in the universe of discourse.

The same occurs with the precision of the variables. Precision
is used to generate the examples. Very low values of will gen-
erate a higher number of examples and, therefore, many of them
will not be meaningful because there will be very similar exam-
ples. Selecting valid values for the universes of discourse and
the precisions is not difficult for somebody who has defined the
input and output variables, and it is always possible to select an
extended universe of discourse or a lower precision. In the worst
case, a higher number of examples will be generated (some of
them useless) and learning will take more time.

For the wall-following behavior, different values for these pa-
rameters have been tested, giving a number of examples that
range from 5070 to 23 085. As will be shown in the experimental
section (Section IV), the learning algorithm can last from 4 m
5 s to 20 m in the worst case, which is also quite fast. These
times include the time needed for the generation of the training
set (about 1 s for the 5070 set). For this set, the following values
have been used for the universes of discourse and precisions.

• universes of discourse: RD DQ
LV LA , and AV ;

• precisions:
, and .

For the moving object following behavior, 6435 examples
have been used and, as will be shown later, the controller was
learnt in 7 m 19 s (includes 10 s for the generation of examples):

• universes of discourse:
LA , and AV

;
• precisions:

, and .



MUCIENTES AND CASILLAS: QUICK DESIGN OF FUZZY CONTROLLERS WITH GOOD INTERPRETABILITY IN MOBILE ROBOTICS 639

C. Scoring Function

An important aspect of the proposed data set generation tech-
nique is the definition of the SF (11), a function that evaluates
the action of the fuzzy controller over an example. This func-
tion is behavior dependent. The role of the SF is to measure the
deviation of each variable from the desired value (the one asso-
ciated to the ideal state).

1) Wall-Following: For this behavior, SF is defined as

SF (11)

where is the th example and SF is the score of the
state reached by the robot starting at the state defined by and
applying the control action proposed by the fuzzy rule base RB.
The values , and are computed as follows:

RD
(12)

LV
(13)

(14)

The parameters , and are the precisions of the
respective input variables. Precisions are used in these equations
in order to evaluate the deviations of the values of the variables
from the desired ones in a relative manner (the deviation of the
value of variable from the desired one is measured in units
of ). This makes possible the comparison of the deviations
of different variables and, as a consequence, the assignment of
the weights for each one of the variables. These weights (100,
10, and 1 for (12)–(14), respectively) have been intuitively de-
termined and indicate how much important the deviation in the
value of a variable is with respect to the deviation of other vari-
ables. The highest weight has been assigned to the distance, as
small variations of RD with respect to the reference distance
should be highly penalized. An intermediate weight is associ-
ated to the velocity and, finally, the least important contribution
to function SF is given by the orientation of the robot.

2) Moving Object Following: SF is defined for this behavior
as follows:

SF (15)

where , and are, respectively

(16)

(17)

(18)

The parameters , and are the precisions of the re-
spective input variables. The highest weight has been assigned
to the distance, as the robot must be close to the objective point.

An intermediate weight is associated to the deviation and, fi-
nally, the least important contribution to function SF is given by
the difference in velocity.

D. Objective Function

The index that measures the global quality of the encoded rule
set is independent of the behavior that is going to be learnt

(19)

where NE is the number of examples and is defined as
follows:

if
otherwise

(20)

with being a scaling factor that has been set to 1000 and

(21)

with SF being the minimum score that an action can
obtain, for example, (using the output values as described in
Section II-F).

E. Robot Simulation

In order to reduce the time needed for learning, the simulation
software of the Nomad 200 robot will only be used for testing
the obtained controller. During learning, the movement of the
robot will be modeled with the following set of equations (this
model is valid for all behaviors, not only the two analyzed ones):

(22)

where and are the linear velocity and the linear
acceleration of the robot at time and is the time between
two control cycles (a value of has been used)

(23)

where and are the orientation and the angular ve-
locity of the robot at time and

(24)

(25)

are the coordinates of the robot at time .
The model assumes that the final and are reached

without time delay. To simulate the inertia of the robot in its
movements, the new position is calculated as if there were two
control cycles between orders [two in (24) and (25)], so the
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selected accelerations and turnings are smoother (the robot will
move a longer distance) and, on the contrary, decelerations
must be harder.

F. Construction of the Training Set

The learning of the controller is done using a set of exam-
ples. As has been mentioned, depending on the selected values
for the universes of discourse and the precisions, the number
of examples can vary. In this paper, 5070 examples have been
used for the wall-following behavior and 6435 for the moving
object following behavior. The data set is automatically gener-
ated by starting from the minimum value of each variable and
increasing the value in a quantity equal to until the maximum
value is reached; a number of different values for the variables is
obtained. The set of examples is created combining these values
for all the variables of the antecedent part.

The values of the variables of the consequent part for each ex-
ample are determined by testing all the possible combinations
of their discrete output values (according to the corresponding
precision degrees) and selecting those which let the robot reach
the state closest to the ideal state. For the wall-following be-
havior, the ideal state is that in which the robot is parallel, at
the reference distance to the wall and traveling with the highest
linear velocity. For the moving object following behavior, this
state will be the one in which the robot is placed at the objec-
tive point and traveling with a linear velocity that is equal to
the velocity of the moving object. The function that determines
how close a state is from the ideal state is the SF as defined in
Section II-C: the lower the value of SF, the closer the state is the
ideal state.

III. LEARNING METHODOLOGY BASED ON COR

Once a data set has been generated to design a specific be-
havior as described in the previous section, a learning method
is used to automatically generate a fuzzy controller. We pro-
pose to use a learning process based on the COR methodology
(proposed in [31] and extended in [32]). We have selected this
process due to its good properties to quickly obtain knowledge
bases with a good interpretability. The three following sections
describe the learning methodology, analyze its main properties
to design behaviors in mobile robotics, and present the proposed
algorithm based on COR.

A. COR Methodology

A family of efficient and simple methods to derive fuzzy rules
guided by covering criteria of the data in the example set, called
ad hoc data-driven methods, has been proposed in the litera-
ture in the last few years. Their simplicity, in addition to their
quickness and easy understanding, make them very suitable for
learning tasks. However, ad hoc data-driven methods usually
look for the fuzzy rules with the best individual performance
(e.g., see [36]) and therefore the global interaction among the
rules of the rule base is not considered, thus involving knowl-
edge bases with bad accuracy.

With the aim of addressing these drawbacks but keeping the
interesting advantages of ad hoc data-driven methods, the COR
methodology is proposed [31]. Instead of selecting the conse-
quent with the highest performance in each subspace like these

methods usually do, the COR methodology considers the possi-
bility of using another consequent, different from the best one,
when it allows the fuzzy rule-based system to be more accurate
due to having a knowledge base with better cooperation.

COR consists of two stages.
1) Search space construction—It obtains a set of candidate

consequents for each rule.
2) Selection of the most cooperative fuzzy rule set—It per-

forms a combinatorial search among these sets looking for
the combination of consequents with the best global accu-
racy.

A wider description of the COR-based rule generation
process is shown in Fig. 2.

B. Advantages of the COR Methodology to Design Behaviors
in Mobile Robotics

The above-mentioned methodology has some interesting ad-
vantages that make it very useful to learn fuzzy controllers, es-
pecially for the design of behaviors in mobile robotics. We can
mainly highlight two characteristics: search space reduction and
good interpretability.

1) Search Space Reduction: The COR methodology reduces
the search space using heuristic information. This fact differ-
entiates COR from other rule base learning methods [37] and
allows it to be quicker and to make better exploration of the
solutions. This is an important issue for the learning of fuzzy
controllers, where a high number of examples are used. In the
wall-following behavior presented in this paper, the method-
ology spends only 4 m 5 s to obtain the controller. As opposed
to this, a solution based on genetic algorithms with the same
number of examples could take several hours.

This search space reduction is performed by two constraints.
• Maximum number of fuzzy input subspaces: The maximum

number of fuzzy input subspaces, and therefore the max-
imum number of fuzzy rules, is limited by the positive ex-
ample sets. The constrains imposed to construct
[see (26) in Fig. 2] divides the input space with a crisp grid
bounded by the cross-points between labels and, therefore,
each example contributes to generate a single rule. It is a
conservative subspace set selection that generates the least
possible number of rules that guarantee a whole covering
of the examples.
In our problem, since the example data are uniformly
distributed in the whole input space (as described in
Section II), no reduction of the number of fuzzy input
subspaces is done. Nevertheless, the fact of assigning each
example to only one subspace will decrease the number
of candidate consequents, since the positive example sets
are reduced.

• Candidate rule set in each subspace: Once the fuzzy input
subspaces are defined, a second search space reduction is
made by constraining the set of possible consequents for
each antecedent combination, i.e., the candidate rules in
each subspace. Again, we use a restrictive condition to
construct [see (27) in Fig. 2] that generates a low
number of candidate rules.

To illustrate the effect of this search space reduction, from the
example data set proposed in Section II-F for the wall-following
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Fig. 2. COR algorithm.

behavior (with 5070 examples), and using the following number
of linguistic terms for each input/output variable,

, our
methodology generates a search space of

combinations, while the total of possible combinations
(considering the input subspaces analyzed) is

.
2) Interpretability Issues: The proposed methodology also

has some interesting advantages from the point of view of the
interpretability of the obtained fuzzy knowledge base. This is
an important issue in fuzzy control for mobile robots naviga-
tion, since when the actions of the robot are easily understand-
able, it is easier to detect possible errors during the design or the
learning process. Basically, we can remark the two following
points.

• Model structure and membership functions keep invariable
to provide excellent interpretability: The COR method-
ology is an effort to exploit the accuracy ability of linguistic
fuzzy rule-based systems by exclusively focusing on the
rule base design. In this case, the membership functions
and the model structure keep invariable, thus resulting in
the highest interpretability. Indeed, instead of improving
the accuracy by deriving the shape of the membership func-
tions [38] or by extending the model structure (weighted
rules [39], linguistic hedges [38], [40], hierarchical knowl-
edge bases [41], etc.), COR methodology improves the
accuracy by inducing cooperation among linguistic fuzzy
rules.

• Rule base reduction to improve interpretability and ac-
curacy: A problem when defining a rule base is that one
cannot be sure whether the rules are correctly defined, i.e.,
without redundant rules or rules that generate conflicts with
others in certain situations. Moreover, a high number of
rules is difficult to interpret, even when a linguistic fuzzy
rule structure is considered.
To face this problem, a rule reduction postprocessing
is usually developed. When no restriction to the inter-
pretability is considered, the rules can be merged [6], thus
generating a scatter structure where each fuzzy rule uses
different fuzzy sets for each variable.
On the other hand, if we want to obtain linguistic fuzzy
rules with good interpretability, a selection process can be
developed to obtain a subset of the original rule base [41].
However, this approach does not seem to be appropriate
to generate an accurate final rule set since the interdepen-
dency between the learning and reduction tasks is not con-
sidered. That happens because it is sure that after reducing
the rule set, the new set of rules that best cooperate will be
different.
The COR methodology achieves the reduction process at
the same time as the learning one with the aim of improving
the accuracy (the cooperation among rules and thus the
system performance can be improved by removing rules)
and interpretability (a model with less number of rules is
more interpretable) of the learned model.
This process is performed by adding the null rule to
the candidate rule set corresponding to each subspace, as
shown in step 1.2 of Fig. 2. In this way, if such an element
is selected for a specific subspace, this will mean that no
rule will select the corresponding antecedent combination.
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Fig. 3. Example of a graph built from sets of candidate rules generated by COR.

Notice that the addition of in each candidate rule set
slightly increases the search space. Moreover, the objective
function used to guide the search algorithm [see (28) in
Fig. 2] is modified to penalize solutions with a high number
of rules.

C. COR Methodology With Ant Colony Optimization

Since the search space tackled in step 2 of Fig. 2 is usually
large, it is necessary to use approximate search techniques.
In [31], accurate linguistic models have been obtained using
simulated annealing. However, since one of our constrains is
to deal with a computationally expensive evaluation function,
in this paper the use of ACO [34], [42] is considered. It is a
population search bioinspired technique that considers heuristic
information to allow it to get good solutions quickly. Indeed,
as was shown in [33] and [43], the use of ACO in COR, as
opposed to other kinds of optimization techniques such as
simulated annealing and genetic algorithms, performs a quick
convergence obtaining accurate results. This section briefly
describes the main components of the considered COR-based
ACO algorithm [33].

1) Problem Representation for Learning Cooperative Fuzzy
Rules: To apply ACO in the COR methodology, it is conve-
nient to see it as a combinatorial optimization problem with
the capability of being represented on a weighted graph. In this
way, we can face the problem considering a fixed number of
subspaces and interpreting the learning process as the way of
assigning consequents vectors—i.e., labels of the output fuzzy
partitions—to these subspaces with respect to an optimality cri-
terion (i.e., following the COR methodology).

Therefore, according to the notation introduced in Fig. 2,
each node is assigned to each candidate consequent

and to the special symbol “don’t
care” that stands for the absence of rules in such a sub-
space. Fig. 3 shows the explored graph built from an example
of candidate rule sets. To construct a complete solution, an ant
iteratively goes over each rule and chooses a consequent with
a probability that depends on the pheromone trail and the
heuristic information associated to each decision. The order
of selection of the rules is irrelevant.

2) Heuristic Information: The heuristic information on the
potential preference of selecting a specific consequent vector

Fig. 4. Heuristic assignment process.

in each antecedent combination (subspace) is determined
as described in Fig. 4.

3) Pheromone Initialization: The initial pheromone value of
each assignment is obtained as follows:

(31)

In this way, the initial pheromone will be the mean value of
the path constructed taking the best consequent in each rule ac-
cording to the heuristic information (a greedy assignment).

4) Fitness Function: The fitness function will be the said
objective function, defined in (28) in Fig. 2.

5) Ant Colony Optimization Scheme, the Best–Worst Ant
System Algorithm: Once the previous components have been
defined, an ACO algorithm has to be given to solve the problem.
In [32], the ant colony system [44] was applied. Opposite to
that, in this paper an advanced ACO algorithm, the best–worst
ant system (BWAS) [45], is considered in order to improve the
search process. Its global scheme is shown in Fig. 5.

In the original BWAS, local search is applied to every gen-
erated solution. However, in our fuzzy rule learning problem,
opposite to other applications such as traveling salesman or
quadratic assignment problems, it is not possible to optimize
the evaluation of neighbor solutions. Therefore, in order to keep
a high speed of the learning process, we apply the local search
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Fig. 5. BWAS algorithm.

TABLE I
SUMMARY OF THE LEARNING PROCESS PERFORMED FOR THE TWO ANALYZED

BEHAVIORS

only to the current best solution (step 2.c in Fig. 5). The local
search is a simple hill-climbing algorithm.

IV. EXPERIMENTAL RESULTS

The methodology for the design of behaviors in mobile
robotics has been tested with two different behaviors: wall-fol-
lowing and moving object following. Table I collects a summary
of the results obtained by each of them. It shows the number of
examples of the training set, the time needed for the generation
of that training set , the time expended by the learning
method to design the fuzzy controller ( is in-
cluded in this time), and the number of rules and fitness values
(19) of the obtained fuzzy controllers.

A. Wall-Following Behavior

1) Experiment Setup: The learned fuzzy controller has been
tested in six simulated environments using the Nomad 200 sim-
ulation software. These environments include very different sit-
uations that the robot usually faces during navigation: straight
walls of different lengths, followed and/or preceded by a number
of concave and convex corners, thus covering a wide range of
contours to follow and truly defining very complex test environ-
ments. It is important to remark that these environments have not
been used during training. The training set is only composed of
a list of examples (5070) that have been chosen covering the
input space with an adequate precision. These conditions guar-
antee that the quality of the learned behavior does not depend
on the environment, and also that the robot will be capable to
face any situation.

We have used the following parameter values for the COR-
based ACO algorithm: 50 iterations, 30 ants,

, probability of mutation , mutation rate ,
iterations of the local search , neighbor size in the
local search , and number of iterations before restart

. We would like to highlight that these values have been
intuitively chosen according to experimentations usually done
with ACO [34] and that, in our experimental study, they are fixed

regardless the problem or the environment. Therefore, an expert
that would like to apply the proposed methodology to design a
new behavior could keep the same values. Anyway, no exper-
iments were made with different values for these parameters;
therefore, the results shown below maybe could be improved
with a more exhaustive parameter value selection.

2) Obtained Results: Fig. 6 shows the robot path along four
of the environments used for testing. The robot trajectory is rep-
resented by circular marks. A higher concentration of marks
indicates lower velocity. The learned controller (Table I, row
1) has 52 linguistic rules and has been obtained in only 4 m
5 s (with an Intel Pentium 4 CPU 3.20 GHz processor) using
a value of (28). This time includes the time needed
for the generation of the training set, which is of 1 s. If for any
situation no rule is fired, then a null linear acceleration and an-
gular velocity are selected. The maximum velocity the robot can
reach is 61 cm/s, and the reference distance at which the robot
should follow the right wall is 51 cm. Ten tests have been done
for each one of the analyzed environments. The mean values and
the standard deviations measured for some parameters that re-
flect the controller performance are shown in Table II. These pa-
rameters are the average distance to the right wall (the wall that
is being followed), the average linear velocity, the time spent by
the robot along the path, and the average velocity change. The
latter parameter measures the change in the linear velocity be-
tween two consecutive cycles, reflecting the smoothness of the
behavior (a low value indicates a smooth behavior).

3) Analysis of Efficiency and Accuracy: In order to show the
quality of the controller, the path of the robot in environment F
[Fig. 6(a)] will be described in detail. This environment is quite
complex, with ten concave corners and six convex corners in a
circuit of a length of 48 m. Also, the walls have several gaps,
which increase the noise in the measurement of the distances.
Convex corners are truly difficult situations, because the robot’s
sensors may cease to correctly detect the wall at some given
moments, even though some of them may occasionally detect
it. The controller must also significantly reduce velocity at cor-
ners. In spite of these difficulties, the obtained average velocity
has been quite high, and the distance at which the robot should
follow the wall is near the desired reference distance. The dif-
ference between both distances is caused by the high number
of corners, in which the orientation of the robot is very bad (at
concave corners the robot is detecting two perpendicular walls,
and sometimes at convex corners it detects no wall), and a fast
turning is prioritized over a correct distance.

During learning, the reference distance to the wall and
the maximum linear velocity must have a fixed value (51
cm and 61 cm/s, respectively, in this case). It is interesting to
discuss how the accuracy is affected when these parameters are
changed in the learned controller. Table III shows the accuracy
of the learned controller for different values of the reference
distance and the maximum velocity for environment A.

The knowledge base should be learnt using the values for the
two parameters that represent the worst conditions (low refer-
ence distances and high velocities). If the value of the reference
distance is increased or the maximum velocity is reduced, the
accuracy of the controller is not affected, as can be seen for the
first row of Table III. If the maximum velocity is maintained
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Fig. 6. Path of the robot along some of the different simulated environments for the wall-following behavior. (a) Environment F, (b) Environment A, (c) Environ-
ment C, and (d) Environment B.

TABLE II
RESULTS (�x � �) FOR THE WALL-FOLLOWING BEHAVIOR (52 LINGUISTIC

FUZZY RULES)

TABLE III
RESULTS (�x� �) FOR DIFFERENT VALUES OF THE REFERENCE DISTANCE (CM)

AND THE MAXIMUM VELOCITY (CM/S) FOR ENVIRONMENT A

and the reference distance is reduced by 20% (row 3), the be-
havior still has a high accuracy. Finally, if the reference distance
is drastically reduced to 30 cm (a 40% reduction), the controller
is not able to implement the wall-following behavior. To follow
the wall for this reference distance, the maximum velocity has
to be reduced to 50 cm/s (row 4).

The accuracy of the obtained controller is, obviously, very
dependent on the definition of the scoring function (11). As has
been explained, the idea of the SF is to measure the deviation
of each variable from the desired value. Equations (12)–(14)
show these deviations for the different variables. Each has an
associated weight to indicate how important the deviation in the
value of a variable is with respect to the other variables. Table IV
shows a comparison of the learned controller (first row) with
other learned controllers using different weights in the scoring
function. The tests have been done in environment A. Results
show very similar values for the average velocity and quite close
values also for the average right distance (the difference between
the best and the worst is lower than 7%). The number of rules
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TABLE IV
RESULTS (�x� �) FOR DIFFERENT VALUES OF THE WEIGHTS IN THE SCORING

FUNCTION (11)–(14) FOR ENVIRONMENT A

TABLE V
RESULTS (�x � �) FOR THE WALL-FOLLOWING BEHAVIOR WITH  = 0:5 (40

LINGUISTIC FUZZY RULES)

decreases as the difference in the weights increases, because one
or two variables dominate the scoring function and, then, more
general rules are learnt.

Parameter lets the designer adjust the desired tradeoff be-
tween accuracy and the size of the rule base: a higher value of

means lower accuracy, but also a lower number of rules. As
an example, a controller has been learnt for , obtaining
only 40 rules. The mean values of some parameters for the test
environments are presented in Table V. Due to the lower number
of rules, the accuracy of the controller is worse than that learned
for ; the values of the average velocity are much lower
in three of the environments, and the average distance is worse
in four of the environments. Finally, the average velocity change
is much lower because, due to the lower number of rules, few
rules are fired (there is less interaction among rules) or no rule
is fired in some control cycles (the robot maintains its velocity
and steering).

4) Comparison With the Method Proposed in [6]: We have
tried to compare the obtained controller with another one learnt
using genetic algorithms [6]. The design in [6] consisted of two
stages: learning of the data base and a general rule base (Pitts-
burgh-style genetic algorithm) and reduction of the generated
rule base merging adjacent membership functions. This reduc-
tion produces loss of interpretability in the final knowledge base
since a different fuzzy set is built for each fuzzy rule, thus losing
the legibility provided by the use of linguistic variables with
global semantics. Apart from the different methodologies, the
method proposed in [6] and the COR-based approach also differ
in the following ways.

• Size of the training set: 23 085 examples were used for
training in [6]. This number arises when using a lower
value for the precision of the different variables. In the
COR-based approach we have only used 5070 examples.

• Generation of the data base: in both approaches, the
designer has to select the universe of discourse and the
number of labels for each variable. The difference is that in
[6], taking these parameters into account, the data base is
learnt using a genetic algorithm, while in the COR-based,
approach the data base is automatically generated using
uniformly distributed fuzzy sets.

• The output variables for [6] are the objective velocity
and the objective orientation —tenths of

degree—but they can be easily transformed in LA and AV,
and the performance of the system is not affected.

The COR-based approach has been compared with different
modified versions of the controller introduced in [6]:

1) training set with 5070 examples;
2) training set with 5070 examples and COR-based approach

data base (the first stage of [6] is suppressed);
3) training set with 23 085 examples and COR-based ap-

proach data base (the first stage of [6] is suppressed);
4) training set with 23 085 examples (original [6] approach).
For the first approach, the obtained knowledge base has too

few rules, and the controller is not able to complete the path in
any of the environments. The second and third approaches point
out the same problem: the rules have been learnt individually,
so there is a lack of cooperation between the rules and the con-
troller fails in some of the environments, leading the robot to a
crash or to a halt.

Finally, for the fourth approach, the obtained controller has
46 fuzzy rules (the knowledge base is shown in Fig. 7), and
the mean values of some parameters for the test environments
are presented in Table VI. The time spent to learn the system is
very high (about 8 h) compared with 4 m 5 s for the controller
presented in this paper.

The controller described in this paper has a higher number of
rules (52 versus 46) but clearly improves the results of the con-
troller presented in [6]. The average velocity is higher in all the
environments, reducing the time spent by the robot in the cir-
cuit. This improvement ranges from the 9% of increase in the
average velocity in environment to 36% in . Our proposed
controller not only reaches higher velocity compared to [6] but
also obtains slightly better values of the average right-hand dis-
tance in four of the environments and clearly outperforms the
method of [6] in another one . Finally, the average velocity
change shows higher values in our case because the controller
described in this paper has to implement many changes in ve-
locity due to the shape of these environments to get such high
average velocity values.

5) Analysis on Interpretability: Fig. 8 shows the data and
rule bases of the learned controller. As can be noticed, the inter-
pretability of the obtained rules is very high, as opposed to [6]
(see Fig. 7). This makes it easier to understand the actions taken
by the robot.

For a better understanding of the fuzzy controller (Fig. 8),
rules have been grouped taking into account the labels for the
right-hand distance (RD) and the distances quotient (DQ). Blank
lines represent rules corresponding to that group that have been
eliminated during the learning process.

1) The first group of rules RD DQ is fired in
those situations when both of the walls are quite close to
the robot. The controller tries to get the robot parallel to the
walls and reduce the velocity, except in those cases when it
is already parallel and the velocity is low, so the robot can
maintain its speed.

2) The second group of rules RD DQ is very
similar to the previous one. But now, due to the left wall’s
being farther, the speed can be higher (if linear acceleration
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Fig. 7. Fuzzy rule set generated by the method proposed in [6].

was null, now it can be soft acceleration, etc.) and also a
higher turn to the left can be selected in order to go away
from the right wall.

3) These rules RD DQ are designed to
approach the robot softly to the right wall, because the left
wall is closer. The linear acceleration is selected taking into
account the current orientation and the angular velocity
that is going to be applied.

TABLE VI
RESULTS (�x � �) OBTAINED BY THE METHOD PROPOSED IN [6] FOR THE

WALL-FOLLOWING BEHAVIOR (46 FUZZY RULES)

4) This group of rules RD DQ is fired
in situations in which the distances take adequate values, so
the objective is to improve the orientation and accelerate,
except in those cases where the robot has a wrong orienta-
tion.

5) The rules of the fifth group RD DQ try
to approach the robot to the right-hand wall. Control is not
as soft as for the rules in the third group, because distance
is higher.

6) The sixth group of rules RD DQ is
similar to the previous one, but control is softer, due to a
higher distance to the left wall.

7) This group of rules RD very high DQ low is fired
when the robot is quite far from the right-hand wall, so
the objective is to turn the robot to the wall and accelerate
(only if the previous orientation was not to the left and the
velocity high).

8) The last group of rules RD very high DQ high
implements very similar control actions, but control is very
abrupt because the walls are far from the robot.

In summary, the objective is first to place the robot at
an adequate distance to the right-hand wall, then to select
a high velocity if possible, and finally to orient it parallel
to the wall.

B. Moving Object Following Behavior

We have tested the learned fuzzy controller for this behavior
using the Nomad 200 simulation software. The position, ve-
locity, and advance direction of the moving object were directly
obtained from the simulation software and passed to the con-
trol system in order to calculate the input variables. Tests have
been carefully chosen, trying the controller with a wide range
of situations of velocity and turning of the moving object. The
parameter values for the COR-based ACO algorithm have been
the same as in the previous behavior.

The learned controller (Table I, row 2) has 83 linguistic rules
(shown in Fig. 9) and has been learnt in only 7 m 19 s (with
an Intel Pentium 4 CPU 3.20 GHz processor) using a value of

(28). If for any situation no rule is fired, then a null linear
acceleration and angular velocity are selected. The maximum
linear velocity the robot can reach is 61 cm/s, and the maximum
angular velocity is 45 /s.

Fig. 10 shows some trajectories of the robot when it is fol-
lowing different moving objects at a reference distance of 1.5 m
and with a reference deviation of 0 . The trajectories are repre-
sented by circular marks. In order to visualize adequately both
trajectories, in Fig. 10, the trajectory of the moving object has
been shifted in the y-axis direction. Thus, at the beginning
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Fig. 8. Knowledge base generated by the COR-based algorithm for the wall-following behavior. (a) Data base and (b) rule base.

(points for the robot and for the moving object), both the
robot and the object have the same coordinate, and their co-

ordinate is the one represented in the figure (the robot is placed
1.5 m to the left of the moving object). The labels that have been
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Fig. 9. Knowledge base generated by the COR-based algorithm for the moving object following behavior. (a) Data base and (b) rule base.

placed along the trajectories represent a time gap between them
of 3.3 s (ten control cycles).

Ten tests have been done for each one of the three analyzed
types of trajectories (Fig. 10). The mean values measured
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Fig. 10. Trajectories of the robot following different moving objects.
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TABLE VII
RESULTS (�x� �) FOR THE MOVING OBJECT FOLLOWING BEHAVIOR

for some parameters that reflect the controller performance are
shown in Table VII. These parameters are the average distance
error , the average deviation error

, and the average relative velocity change, defined as

(32)

where and are the average velocity changes for the
robot and the moving object, respectively.

In order to show the accuracy of the controller, the three tra-
jectories of Fig. 10 are going to be described.

• Fig. 10(a): this is the easiest example, as there are few
turns of the moving object. The object moves with a high
velocity (51 cm/s) except between points and

, where velocity is decreased to 25 cm/s in order
to test the controller. Moreover, turnings are implemented
with an angular velocity of 30 /s. With these conditions,
the errors in distance and deviation are low.

• Fig. 10(b): the second type of trajectory is quite difficult
because the moving object is changing its movement
direction for a long time. Between points - and

- the object moves straight and at 38 cm/s, but
between - , the speed is increased to 51 cm/s, and
a continuous turning at 20 /s is implemented. Due to this
continuous change in the heading of the moving object,
errors (Table VII) take a value higher than the previous
type of trajectory.

• Fig. 10(c): this example shows a behavior of the moving
object that makes very difficult to implement the moving
object following task. At the beginning the robot is placed
at and the object is placed at (remember that really
the coordinate is the same for both points). The moving
object has a linear velocity of 38 cm/s along all the path
and implements turnings with the maximum angular ve-
locity (45 /s). These sudden and very sharp changes in di-
rection make it very difficult for the robot to be at the right
reference distance and with the adequate reference devia-
tion in the next control cycles. As a result, the errors are the
highest ones of the three types of trajectories (Table VII).

To sum up, the accuracy of the controller is good, but when
the moving object implements continuous or sharp changes in
direction, the controller needs a few control cycles to reach the
reference distance and deviation. On the other hand, the inter-
pretability of the obtained rules is good, as all the linguistic la-
bels have the same shape (triangular), are uniformly distributed
along the universes of discourse, and have the same meaning for
all the rules.

V. CONCLUSION

A methodology for the design of behaviors in mobile robotics
has been presented. It consists of both a strategy to formulate the

problem as a data-driven learning process and an efficient algo-
rithm to accurately learn interpretable fuzzy rules from them.
The learning algorithm is based on COR methodology and ex-
tended using an ACO algorithm.

The main characteristics of the approach are as follows. First,
the designer only needs to define the universe of discourse,
number of labels, and precision of each variable, together with
the scoring function. Secondly, learning is done using a set
of training examples that have been automatically generated
covering the whole universe of discourse of each one of the
variables. This makes the learned behavior very general, so
the robot will be capable of facing any situation. Thirdly, the
learning process is very fast compared with other methodolo-
gies (genetic algorithms, neural networks, etc.). Finally, the
obtained knowledge bases have a good interpretability, which
makes it easy to detect possible errors during the design or the
learning process.

This methodology has been applied to the design of two be-
haviors: wall-following and moving object following. For the
first behavior, a controller with 52 linguistic rules has been ob-
tained very quickly (4 m 5 s). It has been tested in a number
of simulated environments showing good results in the mean
values of some parameters that reflect the quality of the be-
havior. The system has also been compared with a previous de-
sign based on genetic algorithms, increasing the accuracy and
interpretability of it. For the moving object following behavior,
the obtained controller has 83 rules and has been obtained also
quite quickly (7 m 19 s). The knowledge base was tested with
three different types of trajectories for the moving object, ob-
taining good values for the parameters that measure the quality
of the behavior.
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