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Abstract. Object detection models typically rely on a predefined set
of categories, limiting their applicability in real-world scenarios where
object classes may be unknown. In this paper, we propose a novel,
training-free framework that enables off-the-shelf open-vocabulary ob-
ject detectors (OvOD) to perform category-free detection —localizing
and classifying objects without any prior category knowledge. Our ap-
proach leverages image captioning to dynamically generate descriptive
terms directly from the image content, followed by a WordNet-based fil-
tering process to extract semantically meaningful category names. These
discovered categories are then embedded and matched with visual region
features using a frozen OvOD model to perform detection. We evaluate
our method on the COCO dataset in a fully zero-shot setting and demon-
strate that it significantly outperforms strong multimodal large language
model baselines, achieving an improvement of over 30 AP points. This
highlights our method as a promising direction for more adaptive solu-
tions to real-world detection challenges.

Keywords: category-free · open-vocabulary object detection · caption-
ing.

1 Introduction

Object detection has become a cornerstone of modern computer vision, with ad-
vances in deep learning enabling highly accurate detectors across a wide range
of applications. However, the success of most object detectors hinges on a fun-
damental assumption: the complete set of object categories is known and fixed
during training. This assumption is deeply embedded in the construction of pop-
ular benchmarks such as COCO and LVIS, where models are trained to detect
a limited number of predefined categories and evaluated accordingly. While ef-
fective in controlled environments, this closed-world assumption breaks down in
real-world settings, where objects of interest may not be part of the training
vocabulary.

In many practical applications —such as autonomous driving, surveillance,
or general-purpose scene understanding— the relevant object categories may be
unknown, ambiguous, or context-dependent. Relying on a fixed set of known
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categories in those cases severely limits the flexibility and generalization ability
of traditional detectors. Ideally, we would like to build object detectors that do
not rely on any prior knowledge of the category space, and can instead adaptively
discover and detect objects based on the content of the image itself.

Open-vocabulary object detection (OvOD) represents a significant step to-
ward this goal. These methods leverage vision-language alignment techniques to
enable object detection for arbitrary textual categories at inference time. Typi-
cally, a detector is trained to align region-level features with textual embeddings
(e.g., from CLIP [25]), allowing it to respond to category names outside of the
training set. However, despite their impressive flexibility, OvOD methods still
implicitly assume access to a relevant set of object names at test time —whether
provided manually, sampled from a predefined vocabulary, or selected from a
prompt. In other words, while the vocabulary is technically open, its selection
is still guided by prior knowledge. This raises an important question: can we
detect objects in an image without assuming any prior knowledge of
the possible categories?

In this work, we propose a training-free framework that enables off-the-shelf
open-vocabulary object detectors to operate without relying on predefined cat-
egory priors. Our central idea is to discover a relevant vocabulary directly from
the image using an image captioning model. Captioning provides a natural way
to surface human-interpretable terms associated with objects in an image. We
extract candidate object names from generated captions and use them to guide
an open-vocabulary detector. This allows our system to perform object detection
in a zero-prior setting, where no fixed label set, prompt, or external vocabulary
is assumed.

One consequence of working without a fixed category set is that traditional
baselines are no longer applicable. Most supervised detectors are not designed
to operate without a predefined vocabulary. As such, we compare our method
against multimodal large language models (MLLMs) trained for grounding and
spatial reasoning, such as KOSMOS-2 [24], as well as general-purpose MLLMs
like GPT-4o [1] and LLaVA-Video [17], which are not explicitly designed for ob-
ject localization. These approaches represent reasonable references for detection
guided purely by image understanding and free-form language. We show that
our method outperforms state-of-the-art methods by over ↑30 AP points in this
challenging zero-prior setting. To summarize, our key contributions are:

– We demonstrate that, although multimodal large language models (MLLMs)
are currently the only models capable of operating in a zero-category prior
setting, they exhibit significant limitations in reliably detecting objects.

– We propose a training-free approach that adapts off-the-shelf OvOD de-
tectors to operate without any predefined or prompted category priors, by
automatically deriving a relevant vocabulary from image captions.

– We show that our approach achieves state-of-the-art performance, surpassing
the strongest baseline by over ↑30 AP points.
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2 Related work

Open vocabulary object detection (OvOD) [38,26] has made significant progress
driven by the emergence of vision-language models (VLMs), which enable detec-
tors to move beyond fixed category sets and handle novel concepts at inference
time. Unlike traditional zero-shot object detection, which relies solely on textual
semantics to recognize unseen classes, OvOD methods incorporate various forms
of weak supervision to improve both classification and localization performance.
These methods can generally be grouped into four main strategies: (i) region-
aware training, (ii) pseudo-labeling, (iii) knowledge distillation, and (iv) transfer
learning.

Region-aware approaches aim to improve the alignment between image re-
gions and textual descriptions during training, enhancing the detector’s ability
to generalize to unseen categories. Works like DetCLIP [33] , DetCLIPv2 [32],
CORA [29], and VLDet [15] refine region-level feature-text correspondence to im-
prove localization and semantic alignment. Pseudo-labeling methods expand
the training data by using large-scale VLMs to generate object labels auto-
matically. RegionCLIP [36], PromptDet [6], CoDET [21], GLIP [14], Detic [37],
and Grounding DINO [18] follow this paradigm to build richer supervision from
unlabeled images. Knowledge distillation techniques transfer the represen-
tational power of VLMs into detection models by using them as teachers. Ap-
proaches like BARON [27], DK-DETR [13], CLIPSelf [28], and SIC-CADS [5]
distill knowledge from the VLM into the detector to improve its generaliza-
tion ability. Finally, transfer learning-based methods directly incorporate
pretrained vision-language encoders into the detection pipeline, either through
fine-tuning (OWL-ViT [23]) or by freezing the encoder and learning lightweight
heads (F-VLM [12]).

While classical OvOD approaches have significantly expanded the flexibility
of object detectors, they still rely on externally supplied vocabularies —in the
form of text prompts, or dataset-specific category lists. In contrast, our method
removes this dependency entirely by discovering object categories dynamically
through image captioning. This enables the detector to operate without any
prior assumptions about which object classes might appear at inference time,
representing a more flexible and realistic scenario.

Open-set and open world detection. The problem of detecting objects with-
out prior knowledge of all possible categories has been studied under several
paradigms. Open-Set Object Detection (OSOD) addresses scenarios in which
a detector must correctly classify instances belonging to known categories while
also identifying and localizing objects from unknown categories —without assign-
ing them specific semantic labels. These unknown instances are typically grouped
under a generic unknown class. Thus, the main objective of OSOD is to enable
robustness against out-of-distribution (OOD) categories, focusing on their rejec-
tion rather than discovery. Dhamija et al.[4] were the first to formally define the
OSOD setting, showing that the performance of conventional object detectors
is often significantly overestimated under open-set conditions. Subsequent works
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have explored methods to improve OOD robustness through various mechanisms
such as background expansion[9], adaptive classification thresholds [19], or un-
certainty modeling using Bayesian dropout [22], yet they still treat unknown
objects as undifferentiated outliers and do not aim to recover their category
semantics.

Open World Object Detection (OWOD) extends the open-set setting by
introducing a continual learning framework in which novel categories are pro-
gressively encountered and incorporated over time. The open-world paradigm
was first introduced in image classification by Bendale et al.[2], who proposed
a model capable of rejecting unknown classes at test time and incrementally
integrating them once labeled. Joseph et al.[11] later adapted this paradigm to
object detection, formalizing the OWOD task and proposing a method based on
exemplar replay to enable the model to learn new object categories while mit-
igating catastrophic forgetting. However, despite these contributions, OWOD
models [39,31,30,8] remain limited in their ability to autonomously explore or
infer the semantics of unknown categories; they still require explicit human an-
notation to incorporate new classes. This reliance on supervision poses a major
bottleneck for scalability in realistic open-world scenarios, where novel objects
frequently appear and manual labeling is impractical.

To alleviate this issue, Zheng et al. [35] propose a method to automatically
discover categories of unknown objects based on their visual appearance. Posi-
tioned between the open-set and open-world paradigms, their approach clusters
unknown instances into a fixed number of generic categories—each potentially
corresponding to a novel class, without requiring labeled data. While this method
enables unsupervised discovery, a fundamental limitation remains: it does not
capture the semantics of these categories. The discovered groups lack meaning-
ful and interpretable labels. Our approach addresses this gap by introducing a
language-driven mechanism for both the discovery and semantic grounding of
unknown categories. Rather than relying on manual supervision (as in OWOD)
or unsupervised clustering without semantic interpretation (as in [35]), we lever-
age image captioning models to extract rich, contextual object-level descriptions
directly from images. As a result, our system can not only localize previously
unseen objects but also assign them human-interpretable labels.

3 Method

We propose a training-free method that enables off-the-shelf open-vocabulary
object detectors to operate without predefined category priors, by discovering a
relevant vocabulary directly from image captions. As illustrated in Fig. 1, our
approach comprises two main components: Vocabulary Discovery and Category-
Free Object Detection. In the Vocabulary Discovery stage, a captioning model
generates textual descriptions for the input images. Using an external corpus, we
filter these terms to retain only those that are valid object category candidates.
This step allows the model to construct its vocabulary directly from the data,
without relying on external supervision. In the Category-Free Object De-
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Fig. 1. Our framework consists of two main stages. In Vocabulary Discovery (3.1),
we prompt a captioning model to produce object-centric descriptions, from which we
extract candidate categories using WordNet-based noun filtering. In Category-Free
OVOD (3.2), we use a frozen open-vocabulary detector to match visual region features
with the discovered categories via cosine similarity in a shared embedding space.

tection stage, the discovered vocabulary is embedded using a text encoder, and
the resulting text embeddings are matched with region-level visual embeddings
to detect objects corresponding to the discovered categories.

3.1 Vocabulary Discovery

The vocabulary discovery stage aims to extract a set of candidate object cate-
gories V from a collection of unlabeled images {Ii}Ni=1, without relying on prede-
fined labels or external supervision. This is achieved by generating object-centric
textual descriptions using a vision-language model, followed by a filtering step
to retain only valid nouns.

Caption Generation. For each image Ii, we prompt a vision-language model to
produce a structured caption consisting of visible object names, constrained to
a semicolon-separated format. Specifically, the model is guided via prompting to
output:

Ti = C(Ii), (1)

where Ti is a string of candidate object terms (e.g., “car; tree; road; sign”).
These strings are parsed into token lists Wi = Split(Ti, “;”), and aggregated
across the dataset to form a candidate term set:
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W =

N⋃
i=1

Wi (2)

WordNet-Based Noun Filtering. To ensure semantic validity, we filter the can-
didate terms using WordNet. A word w ∈ W is retained if it appears in the
WordNet lexical corpus as a noun:

IsNoun(w) = (∃s ∈ WordNet(w) s.t. POS(s) = ‘n’) , (3)

where POS(w) denotes the part of speech of w, and ‘n’ indicates a noun. The
final vocabulary is defined as:

V = {w ∈ W | IsNoun(w)} . (4)

This simple yet effective strategy allows us to construct a domain-relevant,
semantically grounded vocabulary of object categories directly from the dataset,
without external priors.

3.2 Category-Free Object Detection

Once the vocabulary V = {v1, v2, . . . , vK} has been discovered, we leverage an
off-the-shelf open-vocabulary object detector to localize and classify instances
of these categories. Our approach does not require any retraining or fine-
tuning, relying entirely on the alignment between visual and textual embeddings
in a shared feature space.

Text Embedding. Each category name vk ∈ V is embedded into a shared semantic
space using the OvOD pretrained text encoder ϕtext:

zk
text = ϕtext(vk), ∀k ∈ {1, . . . ,K}. (5)

This yields a matrix of category embeddings Ztext ∈ RK×d, where d is the
dimensionality of the joint embedding space.

Visual Embedding and Region Proposal. Given an input image I, the detector ex-
tracts a set of region proposals {zj}Mj=1, each associated with a visual embedding
computed via a visual encoder ϕvis:

zvis
j = ϕvis(zj), ∀j ∈ {1, . . . ,M}. (6)

These embeddings Zvis ∈ RM×d are aligned with the text embeddings.

Similarity-Based Classification. To assign a category label to each region pro-
posal, we compute the similarity between visual and textual embeddings using
cosine similarity, ⟨·, ·⟩:

ŷj = argmax
k

⟨zvis
j , ztext

k ⟩. (7)

Each region is thus classified as the most similar discovered category, and
detections are scored according to the similarity values. This approach allows the
detector to operate without category priors, using only the vocabulary discovered
from captions and a frozen off-the-shelf open-vocabulary detector.
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4 Experiments

4.1 Experimental Setup

We evaluate our method on the MS COCO dataset [16], a widely used bench-
mark for object detection that contains more than 120,000 images, and over
860,000 annotated object instances spanning 80 object categories. The images in
COCO are collected from complex everyday scenes. Since our method is training-
free, we do not make use of the training split. All evaluations are performed on
the COCO-2017 validation set, which contains 5,000 images and approximately
36,000 annotated object instances.

We assess the performance of our method in a fully zero-shot setting, without
access to predefined category priors. This poses a challenge for evaluation, as our
discovered vocabulary —obtained through the image captioning process— may
not align directly with the canonical COCO category names. To address this,
we employ a large language model, specifically LLaMA 3.3 [7], to map each
discovered term to its most semantically similar COCO class. This mapping is
performed automatically and is used solely for evaluation, without influencing
the detection process. For performance assessment, we use the standard COCO
evaluation protocol and report the average precision (AP), as well as AP at
Intersection-over-Union (IoU) thresholds of 0.5 (AP50) and 0.75 (AP75).

4.2 Implementation details

For the vocabulary discovery stage, we use LLaVA-Video-7B-Qwen2 [34,17] as
our captioning model C. To guide the model towards producing object-centric
outputs, we employ the following prompt:

Analyze the image and provide a list of all object categories
present. Then, based on your understanding of the scene, extend
this list by including other categories of objects that might
normally appear in similar contexts. Return all the category
names, separated by semicolons (;).

This prompt not only encourages precise object name extraction but also im-
plicitly introduces a form of vocabulary augmentation by leveraging the model’s
contextual understanding to suggest additional plausible categories beyond those
explicitly visible.

In the detection stage, we use Grounding DINO-SwinT [18] as our open-
vocabulary object detector. It employs a dual-encoder architecture, where the
visual encoder, ϕvis, is Swin-Tiny [20], and the textual encoder, ϕtext, is BERT-
Base [3].

4.3 Results

The results in Table 1 highlight a clear performance gap between our method and
existing MLLM-based baselines. Both LLaVA-Video and Idefics3, when paired
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Method AP AP50 AP75

LLaVA-Video-7B-Qwen2 [34] + CLIP [25] scoring 0.4 1.8 0.1
Free Idefics3-8B-Llama3 [10] + CLIP [25] scoring 0.2 0.3 0.1
vocab. KOSMOS-2 [24] 9.6 15.0 10.2

OURS 40.5 51.9 44.6

Known
G-DINO (upper limit) 55.7 72.8 61.3

vocab.

Table 1. SOTA comparison. Our method significantly outperforms general-
purpose and localization-grounded Multimodal Large Language Models (MLLMs) un-
der vocabulary-free conditions. G-DINO with access to the category vocabulary is
reported as an upper bound.

with CLIP-based scoring, achieve very low AP scores (0.4 and 0.2, respectively).
Since these models do not produce native confidence scores —which are essential
for ranking detections in AP computation— we calculated them by computing
the cosine similarity between the predicted region and its label embedding using
CLIP, normalized between 0 and 1. While this allows for rough comparability, it
does not overcome the fundamental limitations of these models in precise object
localization.

KOSMOS-2, which is explicitly trained for localization-grounding, performs
notably better with an AP of 9.6. However, it still falls far short of our method,
which combines caption-based vocabulary discovery with G-DINO and achieves
an AP of 40.5. This constitutes over a 4× improvement over KOSMOS-2, demon-
strating the strength of dynamically adapting the detection vocabulary to the
image content via captioning. The improvement is consistent across AP50 and
AP75. We also report the performance of G-DINO with access to the full ground-
truth vocabulary, serving as an upper bound. This oracle setting achieves the
highest AP (55.7), but our method recovers a substantial portion of this perfor-
mance —despite having no prior knowledge of the object categories.

Finally, Fig. 2 provides a qualitative analysis showcasing the vocabulary dis-
covery process and the final OvOD detections. In overall, these results validate
our method as an effective way to equip open-vocabulary object detectors with
the ability to perform detection without predefined categories in a training-free
manner.

5 Conclusions

In this work, we have presented a novel, training-free framework that adapts
open-vocabulary object detectors to operate without relying on predefined cat-
egory priors. By leveraging image captioning to dynamically derive a relevant
vocabulary for each image, our approach enables object detection in a fully
category-free, zero-prior setting. We demonstrate that this strategy not only
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Captioner: “person; tennis racket; sports 
ball; chair; advertisement; crowded”

Captioner: “cellphone; bottle; glass; small; 
candle; drink”  

WordNet-Filtering: cellphone, bottle, glass, 
candle

WordNet-Filtering: person, tennis racket 
sports ball, chair, advertisement

Vocabulary Discovery

Category-Free Object Detection

Fig. 2. Qualitative analysis showing both the vocabulary discovery process and the
final OvOD detections with a confidence greater than 0.5.

removes the need for external supervision but also significantly outperforms
strong multimodal baselines in zero-shot detection tasks, recovering a substan-
tial portion of the upper-bound performance achieved by models with access to
ground-truth vocabularies. Our results highlight the potential of using language-
driven methods for both discovering and semantically grounding unknown object
categories, pointing toward more scalable and adaptive solutions for real-world
detection challenges.
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