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Abstract

Maintaining the identity of multiple objects in real-time video is a challenging task, as it is not always feasible to run
a detector on every frame. Thus, motion estimation systems are often employed, which either do not scale well with
the number of targets or produce features with limited semantic information. To solve the aforementioned problems
and allow the tracking of dozens of arbitrary objects in real-time, we propose SiamMOTION. SiamMOTION includes a
novel proposal engine that produces quality features through an attention mechanism and a region-of-interest extractor
fed by an inertia module and powered by a feature pyramid network. Finally, the extracted tensors enter a comparison
head that efficiently matches pairs of exemplars and search areas, generating quality predictions via a pairwise depthwise
region proposal network and a multi-object penalization module. SiamMOTION has been validated on five public
benchmarks, achieving leading performance against current state-of-the-art trackers. Code available at: https://
github.com/lorenzovaquero/SiamMOTION
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1. Introduction

Visual object tracking consists in maintaining the iden-
tity of one or more targets throughout a video. This is
among the first steps in video analytics applications, en-
abling systems to carry out functions that range from video
surveillance to robot navigation [1]. Traditionally, multi-
ple object tracking (MOT) has been addressed through the
association of detections. Namely, for each new frame, a
pre-trained detector is run in order to locate all the ob-
jects of interest in the scene. Following this, the current
detections are associated with those of the previous frame,
revealing the displacements and scale changes of the ob-
jects of interest.

However, when considering the use of a tracker to tackle
a real-world problem there can be numerous constraints to
consider. One of the most common and, at the same time,
one of the most challenging restrictions is the real-time
processing of the video, as traditional MOT systems are
computationally very expensive. Amongst all the meth-
ods proposed at the MOT2020 Challenge [2], only 5 are
able to run in real-time without considering the detector
time. If we also take into account the detector runtimes,
all these approaches should be discarded1, as accurate de-
tectors alone already struggle to keep up with real-time
—EfficientDet-D3 [3] runs at 23 fps on an NVIDIA TI-
TAN V for HD720 images.

Thus, it is necessary to adopt mechanisms capable of

∗Corresponding author
Email addresses: lorenzo.vaquero.otal@usc.es

(Lorenzo Vaquero), victor.brea@usc.es (Víctor M. Brea),
manuel.mucientes@usc.es (Manuel Mucientes)

1We consider that a system/module operates in real-time if it
runs at least at 25 fps for HD720 resolution on an NVIDIA TITAN
V or similar.
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Figure 1: Comparison of (a) a multi-object tracking system lacking
motion estimation between detections, (b) SiamMT [4], and (c) our
proposal (SiamMOTION). Notice how (a) is unable to handle all
frames and (b) does not detect changes in the aspect ratio of the
objects.

providing the position of the objects in all the frames with-
out relying on continuous detections (Figure 1). This is
what is often referred to as motion estimation between
detections, which nowadays is powered by Visual Object
Tracking (VOT) approaches, giving rise to the concept of
multiple visual object tracking (MVOT). These methods
are applied across various types of systems, as they ben-
efit from the latest advances in single-object tracking [5].
However, since these trackers are designed for a single tar-
get and their multiple instantiation is costly, such solu-
tions are only suitable for uncrowded scenarios. To tackle
this issue, the approach of addressing the problem more
globally arises, trying to share as many computations as
possible between objects [4]. This allows to keep up with
several dozens of targets in real-time while applying single-
object tracking approaches. Still, the full potential of this
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concept has not yet been exploited.
In order to expand the current trend of visual object

trackers for motion estimation we propose SiamMOTION
(Siamese Multiple Object Tracker with Inertia and at-
tentiOn Network). SiamMOTION relies on the funda-
mentals defined in [4] for tracking multiple objects in an
efficient and scalable manner and integrates them with
the latest single object tracking methods, all while solv-
ing some core problems of the aforementioned architec-
ture. SiamMOTION’s architecture includes a proposal
engine (PE) that integrates an inertia module, a region-
of-interest extractor, and an attention mechanism; and a
comparison head (CH) composed of a region proposal net-
work and a multi-object penalization module. The main
novelties of our proposal are summarized as follows:

• The feature extraction is performed through a feature
pyramid network (FPN) that allows to obtain mean-
ingful features for all object sizes. Search areas are
extracted from these features using an inertia mod-
ule that takes into account the previous positions of
each object. To the best of our knowledge, this is the
first time these methods are employed in a detection-
independent visual object tracker.

• A lightweight attention mechanism is employed to en-
hance the features most closely related to the objects
of interest. This, together with a pairwise-depthwise
region proposal network (PD-RPN), allows the pre-
diction of accurate bounding-boxes in real-time.

• A novel multi-object penalization module is used to
suppress distractors and outliers by taking into ac-
count all objects of interest in the scene. It models
interactions between targets and applies 4 different
types of penalizations, each one devoted to address-
ing a specific type of tracking error.

• We validate our proposal on five public datasets using
VOT-RT metrics [6], achieving leading performance
against current state-of-the-art trackers.

2. Related work

2.1. Motion estimation

Traditional multi-object tracking systems depend heav-
ily on the quality of the detector employed, requiring accu-
rate —and therefore costly— detectors to reach their full
potential [7]. This poses a problem when there are real-
time or hardware constraints, as it is not feasible to obtain
detections for every frame. In this paper, we propose a
novel multiple visual object tracker (MVOT) architecture
to address this limitation. Such models can be integrated
into full tracking systems, being able to estimate the mo-
tion of objects for those frames with no detections.

Initially, the preferred approach for estimating the mo-
tion of multiple targets between detections was through

Bayesian filters [8]. However, current MVOT meth-
ods nowadays perform motion estimation through visual
single-object tracking methods [5]. The most straightfor-
ward approach consists in instantiating a new individual
tracker for each object that appeared in the scene. This
can be carried out either by including the tracker as an
independent component [9] or by embedding it into the
architecture [10]. However, the caveat is that these meth-
ods cause the system to slow down with each additional
object, so they are only suitable when the number of tar-
gets is small.

In order to allow the tracking of several dozens of objects
and alleviate the problems mentioned above, [4] emerges.
This tracker aims to share the most expensive operations
of the architecture between the objects, reusing feature
computations. This, combined with the new operators it
introduces, results in most of the network having a con-
stant computational cost, regardless of the number of ob-
jects. Thus, while [10] runs at 5 fps for an FHD video
with 21 objects, [4] is capable of handling 100 objects at
25 fps. However, these approaches still present some prob-
lems and do not currently benefit from the latest advances
in single-object tracking.

2.2. Visual Object Tracking
Motion estimation between detections is mainly per-

formed using single-object online trackers. They comprise
an initialization step, in which they receive the exemplar
appearance of the object in order to integrate it into a
similarity function. Then, for each new frame, this simi-
larity function looks for the object of interest, reporting its
new bounding box. Originally, this task was carried out
using Discriminative Correlation Filters (DCF) which, by
representing the object with a single filter, were able to
distinguish the background from the target [11]. These
approaches became increasingly sophisticated, modeling
these filters as convolutional layers [12] and applying opti-
mization frameworks to speed up the learning process [13].

However, the state of the art in tracking is currently
driven by deep learning approaches. These trackers im-
plement their similarity function through deep convo-
lutional neural networks. Given the need to compare
an exemplar image with a search area defined in the
frame, Siamese neural networks emerge as the most natu-
ral choice, with [14] being the precursor of the current state
of the art. To further enhance this architecture, contribu-
tions from other fields of computer vision were gradually
incorporated. Thus, there are trackers allowing changes in
the aspect ratio of the bounding box —using a Region Pro-
posal Network (RPN) [15] or anchor-free [16]—, employ-
ing more sophisticated backbones [17], featuring attention
modules [18], with segmentation information [19], or in-
cluding branches for estimating the proposal quality [20].

Within the CNN approaches, some trackers somewhat
deviate from the traditional Siamese formula of [14]. For
example, [21] presents an architecture with dedicated com-
ponents for object classification and estimation. The
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Figure 2: SiamMOTION’s architecture. First, it extracts the global features of the input frame. Then, it obtains the search area features of
each object through the RoI Extractor, using the locations provided by the Inertia Module. The exemplar features are computed analogously
at the beginning of the sequence and are reused throughout the rest of the video. Next, the attention mechanism is applied over these tensors
and the previously extracted exemplars, before comparing them using the Pairwise-Depthwise RPN. Finally, the RPN output is fed through
the Multi-Object Penalization Module to obtain refined bounding boxes for each object.

classification module specializes in discriminating between
distractors, while the estimator component tries to pre-
dict the overlap between the prediction and the object.
These types of networks are nondeterministic and thus are
strongly affected by the initialization of the exemplar. This
is why there have been efforts to incorporate modules ca-
pable of predicting the quality of such initializations [22].
The accuracy they offer is good, but as they iteratively re-
fine the bounding box, these methods are computationally
expensive and very sensitive to hyperparameters, which
discourages their use as MVOT solutions.

3. SiamMOTION Network Architecture

As shown in Figure 2 SiamMOTION’s architecture com-
prises: a backbone for feature extraction, a proposal en-
gine (PE) that embeds a Feature Pyramid Network-based
region-of-interest extractor, an inertia module for the defi-
nition of search areas, and an attention module; and a com-
parison head (CH) consisting of a region proposal subnet-
work for classification and regression, and a multi-object
penalization module. All these components are addressed
in the following subsections.

3.1. Feature Extractor

Feature extractors transform an image from an (usu-
ally) RGB color space to a semantic embedding space, in
which the various channels encode more meaningful in-
formation about the objects in the scene. Backbones that
lack padding dilute the information at the edges of the im-
age (Figure 3), but this does not pose a problem for single-
object trackers since they define their exemplar and search
area images with some margin. However, as SiamMO-
TION extracts the features of the whole frame, relying on

Backbone 
with padding

(a)

Backbone 
w/o padding

(b)

Figure 3: Features extracted with (a) a backbone with padding and
(b) a backbone without it. The absence of padding results in a blind
area —outside the red-dotted region— at the edges of the frame,
which produces low-quality features for the highlighted objects.

a backbone without padding would result in poorer track-
ing quality for the targets close to the boundaries. This
is a major problem considering that, in multi-object sce-
narios, targets enter and exit the scene mostly through
the edges of the image. For this reason, SiamMOTION
adopts a padded backbone based on ResNet [23]. Yet,
unlike other Siamese trackers that employ deep padded
backbones [16, 17], we keep the last convolutional blocks
with their standard stride of 2.

3.2. Proposal Engine

Visual object trackers generate feature tensors for each
search area, which will eventually be compared with the
exemplars to locate each object in the scene. Approaches
such as SiamRPN++ [17] or SiamAttn [18] clip fragments
of the input frame and then extract their features, which
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produces accurate results but deems very slow for several
objects. SiamMT [4] generates the search areas by crop-
ping the frame features with a modified RoI Align [24],
which improves the efficiency but produces low-quality
tensors. The proposal engine (PE) presented in this paper
efficiently generates high-quality features that properly fit
the objects and capture their details with adequate reso-
lution. It integrates an inertia module, a region-of-interest
(RoI) extractor, and an attention mechanism.

3.2.1. Region-of-Interest Extractor
As previously stated, single-object trackers define a

search area in the frame. This area is cropped and re-
sized to a fixed size —usually 255 px2 or 271 px2— before
feeding it to the neural network. As a result, the target
is displayed with a nearly constant size, which is the rea-
son why [15] and its evolutions do not need to take into
account different anchor sizes. However, since SiamMO-
TION extracts the features of the whole frame for sev-
eral simultaneous objects, it cannot take advantage of this
property. In [4] a new operator is proposed for the cre-
ation of search areas in the aforementioned conditions, yet
it does not perform well with very small or very large ob-
jects, sometimes making it necessary to rescale the entire
frame.

In order to obtain meaningful features for all search
area sizes, we implement the region-of-interest (RoI) crop-
and-resize operation through a feature pyramid network
(FPN). Thus, instead of relying just on the final layer of
the backbone, some of its intermediate layers also serve as
inputs, capturing the scene at different resolutions. How-
ever, as higher-resolution layers contain poorer semantic
information, we integrate them into a feature pyramid
network to produce rich multi-scale representations. To
the best of our knowledge, this is the first time such an
approach is employed in a detection-independent object
tracker.

Our RoI extraction mechanism has several similarities
with those found in object detectors [25]. However, it
presents a number of important differences:

• The input coordinates for the RoI extractor are not
provided by a proposal generator based on the frame
features, but by an inertia module that predicts
the positions of objects based on their motion (Sec-
tion 3.2.2).

• The regions covered by the RoI extractor are always
square. This ensures that the objects are always de-
picted with the same aspect ratio relative to the frame
(1:1), which improves the learning of the similarity
function.

• The choice of the pyramid level 𝑘 from which to ex-
tract the features is calculated as:

𝑘 =

⌊
𝑘0 + log2

( √
𝐴𝑤𝐴ℎ

8⌊255/8⌋

)⌋
(1)

Here 255 and 8 are the canonical sizes of the search
area and network stride in SiamFC-based trackers, re-
spectively, 𝑘0 is the FPN level with a resolution of 1/8
(i.e., level 3), and 𝐴𝑤 and 𝐴ℎ are the area’s dimen-
sions. In our architecture we consider values of 𝑘 in
the range [1, 4].

• The cropping and resizing of the region is performed
using RoI Align [24] with one sampling point per bin,
for better computational efficiency. Following this op-
eration, a 1 × 1 convolution is applied to transform
the maps to a comparable representation, regardless
of their original resolution.

The proposed RoI extractor yields tensors that will al-
ways depict the targets with an approximately constant
size. This, along with the fact that the FPN provides
a good feature hierarchy, means that tensors generated at
different levels will have rich semantic information and will
be comparable with each other. Therefore, it allows the
rest of the network architecture to be independent of the
level 𝑘 from which each search area has been extracted —
as object detectors that rely on a single shared class/box
prediction head for all resolution levels do—, requiring
fewer learned parameters and simplifying the convergence
of the algorithm. This final remark is particularly rele-
vant, as it makes our approach the first object tracker that
compares features extracted at different resolutions, since
other systems that apply multi-layer similarities —e.g.,
SiamCAR [16] or SiamRPN++ [17]— adapt their back-
bones so that the considered layers have the same spatial
resolution.

3.2.2. Inertia Module
For every new frame, single object trackers define an

area to search for the object. The reason is twofold: (i) to
keep the object constant in size —we address this with
more detail in the next section—; (ii) and to avoid scan-
ning the entire frame, as this would be computationally
very expensive. Since its introduction in [14], following
networks have adopted the same naïve approach for the
definition of this area, centering it on the last known posi-
tion of the object. This method provides good results but
presents problems when the target moves fast or is very
small —[15] alleviates it by making the search area larger
when these cases show up, but carries a higher cost. To
solve this problem, we propose the use of an inertia module
that smartly adjusts the placement of the search area.

The inertia module makes a coarse prediction of the
object’s location and size at timestamp 𝑡 —i.e., 𝐵𝑡 =

{(𝐵𝑡𝑥 , 𝐵𝑡𝑦 , 𝐵𝑡𝑤 , 𝐵𝑡ℎ)}— solely from its coordinates in the
previous frames, without resorting to visual information.
Thus, it is fed by the predictions of the multi-object pe-
nalization module to roughly estimate the position of the
object in the future. The inertia module is implemented
through a multilayer perceptron (MLP) that receives the
differences between consecutive coordinates 𝑑𝐵 for the last
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Figure 4: SiamMOTION’s inertia module. Using a multilayer per-
ceptron (MLP), it is able to make a coarse prediction of the object’s
future position based only on its previous coordinates.

𝑔 video frames (Figure 4). These differences between pairs
of coordinates are computed as bouding-box regressions,
considering the previous instant as the anchor:

𝑑𝐵𝑡−𝑖𝑥 =
𝐵𝑡−𝑖𝑥 − 𝐵𝑡−𝑖−1𝑥

𝐵𝑡−𝑖−1𝑤

, 𝑑𝐵𝑡−𝑖𝑦 =
𝐵𝑡−𝑖𝑦 − 𝐵𝑡−𝑖−1𝑦

𝐵𝑡−𝑖−1
ℎ

𝑑𝐵𝑡−𝑖𝑤 = log𝑒

(
𝐵𝑡−𝑖𝑤
𝐵𝑡−𝑖−1𝑤

)
, 𝑑𝐵𝑡−𝑖ℎ = log𝑒

(
𝐵𝑡−𝑖
ℎ

𝐵𝑡−𝑖−1
ℎ

) (2)

where 𝑖 ∈ [1, 𝑔). These parameterizations ensure scale-
invariant locations and positive-sized bounding boxes.

Using a neural network provides an advantage over other
classical models, as it is able to deal with noise in the
input and easily adapt to the tracker’s particular behav-
ior. Moreover, as it is fast and lightweight, its predictions
can be used as a fallback mechanism if the tracker returns
low-confidence outputs or struggles to keep the real-time
performance. This module is trained on video sequences
—it cannot exploit detection-only data as in [26]— and
its weights are adjusted alternatingly with the rest of the
tracker, as the the MLP inputs must come from the RPN
proposals.

3.2.3. Attention Module
The similarity operator (Section 3.3.1) performs a

sliding-window comparison between the exemplar features
of each object and the tensor containing its search area.
This very simple process is prone to problems, as the
tracker has no way of knowing which features of the ex-
emplar are truly relevant and tends to weigh everything
equally. Thus, it is common to experience a degradation
in tracking quality when the background is complex or
contains distractors. To solve these problems, SiamMO-
TION integrates into its architecture an attention module
with the objective of mitigating drifting and enhancing
the features it relies on. This module is based on [18], but
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Figure 5: SiamMOTION’s attention module has one branch for the
exemplar and another one for the search area. Within each
branch, channel-wise self-attention and cross-attention features are
computed, which are then merged to obtain the exemplar and search
area enhanced features. The above operations are performed concur-
rently for each target.

we have adapted it for multiple objects, suppressing the
most expensive operations, and incorporating some opti-
mizations.

Most of the attention mechanisms currently employed
are based on the self-attention operation introduced in [27]
for natural language processing. In short, this operation
takes a tensor 𝑋 as input and projects it into three dif-
ferent spaces, yielding three tensors denoted Query (𝑋𝑄),
Key (𝑋𝐾 ) and Value (𝑋𝑉) —as in information retrieval, we
can think of Query as the search term, Key as the informa-
tion that defines each of the candidates, and Value as the
content of those candidates. Next, it computes the cosine
similarity between Query and Key, resulting in an interre-
lationship matrix (𝐴) with high values for those features
of 𝑋 that are related and relevant to the current prob-
lem, and low values otherwise. This attention mask then
is applied over Value, generating a filtered tensor (𝑋) in
which unnecessary details are suppressed and important
information has been highlighted.

To apply this concept to visual object tracking, it is nec-
essary to adapt the aforementioned operation. In [18] it
is proposed a deformable subnetwork comprising 3 com-
plementary mechanisms: a channel-wise self-attention,
a spatial-wise self-attention, and a channel-wise cross-
attention. According to our experiments, each of these
components has a very different impact on system perfor-
mance when dealing with several dozens of targets. Most
notably, spatial-wise self-attention requires several addi-
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tional convolutions and reshapes that culminate in the
resource-expensive multiplication of two (𝑊 ∗𝐻) × (𝑊 ∗𝐻)
matrices —for an input tensor 𝑋 of size𝑊×𝐻×𝐶—, which
diminishes the speed of the entire tracker by as much as
20%. For this reason, SiamMOTION bases its attention
module solely on the channel-wise self-attention and cross-
attention operations, and customizes their architecture for
a more efficient performance (Figure 5).

SiamMOTION applies its attention module in parallel
for all N pairs of tensors obtained through the RoI ex-
tractor. However, for the sake of simplicity, we will focus
the explanation on the computations involved for a sin-
gle object. Thus, the attention module receives as inputs
the exemplar (𝑋

𝐸
) and search area (𝑋

𝑆
) features of an ob-

ject. For the self-attention computation —whose tensors
are denoted with the superscript 𝑠—, 3 tensors are built
in each branch —𝑄𝑠

𝐸
, 𝐾𝑠

𝐸
, and 𝑉 𝑠

𝐸
for the exemplar; and

𝑄𝑠
𝑆
, 𝐾𝑠

𝑆
, and 𝑉 𝑠

𝑆
for the search area—, which have the same

dimensions as 𝑋
𝐸

and 𝑋
𝑆
, respectively. Next, the cosine

similarity between Query and Key is computed —this is
obtained via the dot product of the tensors scaled by their
magnitude—, and then a SoftMax is applied, restricting
the values to the interval [0, 1], thus creating the atten-
tion masks 𝐴

𝐸
and 𝐴

𝑆
. Lastly, 𝐴

𝐸
is multiplied with 𝑉 𝑠

𝐸
,

and 𝐴
𝑆

with 𝑉 𝑠
𝑆
, yielding the self-attention features for the

exemplar (𝑋𝑠
𝐸
) and the search area (𝑋𝑠

𝑆
).

Regarding the cross-attention computation —whose
tensors are denoted with the superscript 𝑐—, Value tensors
for the exemplar (𝑉𝑐

𝐸
) and the search area (𝑉𝑐

𝑆
) branches

are generated from the input features. The latter are sim-
ply multiplied with the attention masks of the opposite
branch, resulting in the cross-attention features of exem-
plar (𝑋𝑐

𝐸
) and search area (𝑋𝑐

𝑆
). Finally, the attention fea-

tures of each branch are combined with the original tensors
through a weighted sum, producing the final enhanced fea-
tures (𝑋

𝐸
) and 𝑋

𝑆
, whose sizes are the same as 𝑋

𝐸
and 𝑋

𝑆
,

respectively.
To improve the performance and speed up the learning,

SiamMOTION relies on standard 2D convolutions, as the
accuracy gain that deformable convolutions offer does not
compensate for the drop in throughput when dealing with
several dozens of objects. In addition to this, the aggre-
gation of 𝑋 with 𝑋𝑠 and 𝑋𝑐 is performed in a single step,
maximizing the use of computing resources. Regarding
the exemplar branch, in SiamMOTION, exemplar features
(𝑋
𝐸
) are extracted once and reused throughout the whole

tracking process. Hence, it is possible to cache the tensors
𝑋
𝐸
, 𝑋𝑠

𝐸
, 𝑉𝑐

𝐸
, and 𝐴

𝐸
to speed up the computations of 𝑋

𝐸

and 𝑋𝑐
𝑆

for the subsequent frames of the sequence. The lat-
ter, although it implies a higher memory consumption per
object, results in a significant increase in tracking speed.

3.3. Comparison Head
Once the features of the search areas are available, it

is necessary to compare them with those of the exemplars
in order to know the new coordinates of the objects. Net-
works such as SiamMT [4] or SiamFC [14] employ a simple

cross-correlation for determining the location of the tar-
gets and rely on multi-scale testing for determining their
size, which is fairly straightforward, but does not allow
detecting changes in aspect ratio. Approaches such as
SiamRPN [15] or SiamFC++ [20] employ more sophisti-
cated region proposal networks, but perform slowly for
multiple objects and tend to produce noisy outputs when
distractors are present. We propose a comparison head
(CH) that efficiently compares multiple pairs of exemplars
and search areas, generating quality predictions in multiple
object scenarios. The head comprises a Pairwise Depth-
wise Region Proposal Network (PD-RPN) and a multi-
object penalization module.

3.3.1. Similarity Operation
SiamMOTION requires a fast and accurate similarity

operator, capable of comparing dozens of tensors in real
time. Previous works [4, 14] computed the similarity
between the search area and the exemplar straight up
through a cross-correlation, obtaining a two-dimensional
score map stating the probability of the object being in
each region of the search area. This can only identify
translations, so multi-scale testings are carried out to de-
tect changes in size. The method is far from optimal, as it
cannot detect aspect ratio variations and requires to com-
pare S ∗ N feature maps, where S and N are the number
of considered scales and objects, respectively.

To deal with changes in ratio and scale in a natural way,
other methods such as [15] employ a region proposal sub-
network. They first transform the input features according
to the number of considered anchors 𝐾 and then cross-
correlate them, directly yielding the objects’ classification
and regression information. The downside of this ap-
proach is that it requires 6𝐾N comparisons —2𝐾N for the
objectness classification plus 4𝐾N for the bounding box
regression—, which greatly increases the computational
cost when there are many targets involved. To address
the aforementioned problems, [17] proposes a depthwise-
RPN, which first cross-correlates the feature maps, to then
apply the anchor-dependent transformations to their out-
puts. This has the advantage of involving just 2N compar-
isons, requiring an order of magnitude fewer parameters,
and making the different channels more discriminative.

Owing to these benefits, SiamMOTION implements its
similarity operation based on the one introduced in [17].
However, as this operator is designed for single-object
trackers, it is necessary to modify it as depicted in Fig-
ure 6 in order to enable it to process dozens of targets
in real-time. To achieve this, SiamMOTION relies on the
pairwise cross-correlation operator (Ẽ) described in [4] as
the core of this Pairwise-Depthwise-RPN, which enables
the computation of all objects and sub-windows in a sin-
gle evaluation. In order to perform these correlations in
a depthwhise manner, it is however necessary to reshape
the inputs and outputs of Ẽ. Lastly, since the search ar-
eas are extracted through multi-level regions of interest,
SiamMOTION does not need an ensemble of heads at
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Figure 6: Pairwise-Depthwise-RPN. The input features pass through 3 × 3 convolutions that specialize them for each branch. After this, they
are reshaped to then perform a pairwise-depthwise-cross-correlation using Ẽ. Finally, the features are reshaped a second time and 1 × 1 filters
are applied to obtain 2𝐾 or 4𝐾 values per location —depending on the branch—, yielding the classification and regression information of the
different anchors.

different stages of the backbone —as [17] does—, which
greatly improves the efficiency of the algorithm.

3.3.2. Multi-Object Penalization Module
During inference, most single-object trackers [14, 15, 16,

20, 22] refine their predictions using some form of heuris-
tic knowledge. The most commonly adopted methods are
spatial and shape penalizations. However, since SiamMO-
TION is an MVOT and will consider several objects at
once, it can exploit this information and develop a more
sophisticated and powerful penalization module. Thus, as
shown in Figure 7, SiamMOTION applies two new types
of penalties —distractor-aware and morphological—, re-
sulting in a multi-object penalization module with four
different types of refinements. Additionally, the predic-
tions produced by this component are fed to the inertia
module, which uses them to roughly forecast the position
of objects in future frames.

Spatial penalization. Object velocities are usually
moderate and situations in which a target undergoes a
sudden large acceleration are extremely rare. Thus, with
a high probability, the object will remain in the central
portions of the search area. To model this knowledge, we
follow the approach in [14] and apply a two-dimensional
Hanning window to the output of the classification branch
in order to penalize large spatial displacements. With this
method, we are boosting proposals such as the blue, pink,
and green found in Figure 7.

Shape penalization. Whether it is due to changes
in perspective or deformations, the objects in the scene
change shape gradually in most cases. Thus, to avoid ac-
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Figure 7: SiamMOTION’s multi-object penalization module. The
left side of the image depicts the output of the RPN classification
branch with some of its associated bounding boxes, while the right
contains the penalized score resulting from applying the four pro-
posed penalties.

cepting proposals with too different sizes or aspect ratios,
we adopt a slightly modified version of the penalty de-
scribed in [15]:

penalty = 𝑒
−𝛽∗

(
𝑚𝑎𝑥

(
𝑟
𝑟′ ,

𝑟′
𝑟

)
∗𝑚𝑎𝑥

(
𝑠
𝑠′ ,

𝑠′
𝑠

)
−1

)
(3)

where 𝛽 is the hyper-parameter that adjusts the strength
of the penalty, 𝑟 and 𝑟 ′ are the aspect ratios of the pro-
posal and the object in the last frame, and 𝑠 and 𝑠′ are
their overall scales, respectively. This penalty, which is
computed based on the regression branch and applied to
the output of the classification branch, allows to suppress
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proposals which have a high objectness score but are linked
to a poorly adjusted bounding box, such as the pink one
in Figure 7.

Distractor-aware penalization. As SiamMOTION
is an MVOT, it is aware of all the tracked objects that
might potentially be similar to each other. The proposed
architecture takes advantage of this information and de-
fines a novel distractor-aware penalization mask that min-
imizes identity-switches. Thus, unlike other methods that
handle each target independently, SiamMOTION employs
a simple-yet-effective approach to model interactions be-
tween objects.

The existence of distractors is modeled by a global pe-
nalization window 𝐺𝑊×𝐻×N . This is a tensor whose N
channels contain the contribution of each object to the dis-
tractor model, centered on their location and proportional
to their size. The window has a size of (𝑊, 𝐻) =

⌈
𝑀∗𝐹
𝑆

⌉
—

where 𝑀, 𝐹, and 𝑆 are the sizes of the RPN output clas-
sification map, the input frame, and the canonical search
area size employed in Siamese trackers [14], respectively—,
and the value of each element is computed as:

1 −
(
sin

(
𝜋
𝐴𝑥

𝑝−0.5𝐴𝑤
𝑝 −𝑖

𝐴𝑤
𝑝 −1

)
sin

(
𝜋
𝐴
𝑦
𝑝−0.5𝐴ℎ

𝑝− 𝑗
𝐴
𝑦
𝑝−1

))2
,

if 𝑖 ∈ 𝐴𝑥𝑝 ±
𝐴𝑤

𝑝

2 and 𝑗 ∈ 𝐴𝑦𝑝 ±
𝐴ℎ

𝑝

2

1, otherwise

(4)

where 𝑖 ∈ [0,𝑊), 𝑗 ∈ [0, 𝐻), 𝑝 ∈ [0,N), and 𝐴4×N ={
(𝐴𝑥𝑝 , 𝐴

𝑦
𝑝 , 𝐴

𝑤
𝑝 , 𝐴

ℎ
𝑝)

}
𝑝∈[0,N) is the objects’ search area coor-

dinates mapped over the penalization window.
From the model provided by 𝐺𝑊×𝐻×N , it is possible

to estimate how the distractors will influence the model
predictions. Thus, to mitigate their influence, a window
𝑅𝑝 of size 𝑀 is computed for each object 𝑝 as follows:

𝑅𝑝 = min
𝑑∈D

𝜅𝑀
(
𝐺𝑑 , 𝐴𝑝

)
(5)

where D := {∀𝑑 ∈ [0,N), 𝑑 ≠ 𝑝} and 𝜅𝑀 is the preferred
crop-and-resize operator with an output of size 𝑀 —in our
case, RoI Align [24]. This yields a mask that can be ap-
plied to the probabilities of the classification branch, sup-
pressing proposals such as the green and dark blue ones
found in Figure 7. This novel approach for modeling in-
teractions between objects proves itself to be effective and
has a low computational cost, which makes it ideal for
environments with dozens of targets.

Morphological penalization. When computing the
similarity between two feature maps, there are some situ-
ations in which outliers appear. These are characterized
by being isolated false positives —unlike correct matches,
which are spread over a wide area— and having a high
score. To suppress these points, we propose a novel penal-
ization based on morphological operations. Specifically, we
rely on erosion, whose main goal is to shrink the shapes
contained in grayscale images. Thus, we slide a 3×3 erosion
kernel, which removes isolated peaks —such as the red pro-
posal in Figure 7— and has the added benefit of reducing

the area of the correct matches, as very wide boundaries
can lead to problems in crowded scenarios. We apply said
window independently on each of the score map channels,
as the activations for different anchor shapes are weakly
related.

4. Experiments

In this section, we assess the performance of SiamMO-
TION under different scenarios. The experiments were
conducted on a computer with an Intel Core i7-9700K,
16 GB of DDR4 RAM and an NVIDIA TITAN Xp. The
chosen deep learning framework was TensorFlow.

4.1. Implementation details

Feature extractor. We opted for ResNet [23] as it
offers good results with low resource requirements, some-
thing to consider when including level 1 of the FPN, which
has a large memory footprint. Regarding the specific net-
work configuration, we chose ResNet-18, as it offers a good
tradeoff between accuracy and speed. It might seem that
we can grow the backbone further without much impact on
the throughput of the network since the following ResNet
levels hardly increase the number of parameters. How-
ever, according to our observations, FLOPS do not trans-
late well to fps, thus using more complex backbones would
make SiamMOTION lose the ability to operate in real
time.

Inertia module. The inertia module receives the in-
formation relative to the last 6 known positions of the ob-
jects, since according to our experiments they are enough
to generate reasonable predictions. It comprises 2 hidden
fully-connected layers with hyperbolic tangent activations
and ends in 4 neurons with linear activations. At the be-
ginning of a sequence, the inputs of the MLP network are
initialized to 0 —as the module receives differences be-
tween coordinates, it simply assumes that the objects were
stationary up to this point in time. Regarding the train-
ing of the MLP, standard smooth 𝐿1 loss is used for each
component of 𝑑𝐵𝑡 .

Exemplar and search area sizes. The sizes of the ex-
emplar and the search area influence many architecture de-
cisions and, thus, deserve careful consideration. Depend-
ing on their size, the output tensors will have a different
granularity, which will directly impact the accuracy and
speed of the network. As proposed in [17], an output of
size 25×25 obtained from the comparison of exemplar and
search area features of sizes 7× 7 and 31× 31, respectively,
offers a good balance.

These tensors are created from the frame features for
each object, using the RoI extractor. Specifically, for a
target with dimensions (𝑤, ℎ), its exemplar will cover an
area of:

𝐴2 = (𝑤 + 𝜁 (𝑤 + ℎ)) × (ℎ + 𝜁 (𝑤 + ℎ)) (6)
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where 𝜁 = 0.5 is the context factor. This area will be
mapped to 15 × 15 bins. However, since the cropping is
performed on features, there is no need for extra context to
accommodate for further convolution operations, so only
the central 7 × 7 region is kept. For the search area, a

region of size
(
31𝐴
15

)2
is cropped, which provides the same

resolution as the exemplar.
Training process. SiamMOTION is trained on a sin-

gle GPU using the classification and regression losses de-
fined in [15] and employing an Adam optimizer [28], start-
ing from a learning rate of 3 × 10−5 that is exponentially
decayed to 3 × 10−7 with a batch size of 16. We build on
a backbone pre-trained on ImageNet, which we freeze for
the first 15 epochs during the warmup stage. Following
this, we train the network end-to-end for 30 epochs, ap-
plying a 0.1 correction factor to the backbone gradients.
Lastly, we perform a fine-tune for 15 epochs in which we
favor samples drawn from video sequences and intra-class
discrimination, and during which the inertia module is al-
ternatingly trained with a dropout rate of 50%. We main-
tain moving averages of the trained parameters with an
exponential decay of 0.9998, and add a weight decay of
5𝑒 − 5 to the loss function.

The system is trained on COCO[29], ILSVRC [30], YT-
BB [31], and GOT-10k [32], which comprise approximately
250K sequences and 1.5M images, for a total of roughly
11M bounding-boxes. It receives pairs of images that will
serve as exemplars and search areas, updating the weights
of the network as it learns —the feature extractor, RoI
extractor, and attention module share their parameters
for both exemplar and search area branches in a Siamese
manner. To speed up the training, the network is not
fed with pairs of full frames, but with only those portions
that contain objects. These images undergo a data aug-
mentation process that ensures their correct distribution
into one of the levels of the FPN. Another consideration
to keep in mind is that the performance of the network
will be severely harmed if the RoI Extractor is fed directly
with the ground truth coordinates in those cases where the
inertia module is not queried. Therefore, it is very impor-
tant to introduce noise in such circumstances, in addition
to applying the spatial-aware sampling strategy described
in [17].

Inference process. In order to be as efficient as pos-
sible, the exemplar features are extracted only once and
reused throughout the rest of the inference process. There
is no need to update them, since they are already implic-
itly adapted for each frame thanks to the cross-attention
mechanism. The component of the network that is contin-
uously updated is the inertia module, which is fed with the
outputs of the predictor. However, since it does not make
use of visual information, it does not have a noticeable
impact on the speed of the architecture. Lastly, we apply
non-maximum suppression and bounding box voting with
an IoU of 80% on the final output maps for a more precise
localization.

4.2. Ablation Study

SiamMOTION is an MVOT, which implies that it re-
ceives the initial position of each object and provides their
locations in the following frames, with no further feed-
back from the detector. These algorithms are mostly used
in scenarios where time is a critical resource, so it must
be taken into account when evaluating their performance.
As such, we evaluate the performance of SiamMOTION
through VOTChallenge’s VOT-RT metrics [6] adapting
it for sequences containing multiple targets. Thus, for
a throughput threshold —i.e., 20 fps or 25 fps— we ob-
tain the accuracy —average overlap between predictions
and ground truths— and the robustness —ratio of frames
where the tracker did not lose the object, with an expo-
nential sensitivity of 𝛾 = 30— of each algorithm.

In order to analyze the impact of each component of
SiamMOTION, we have conducted an ablation study on
several scenarios in which motion estimation systems are
commonly used. Specifically, we have selected the multi-
object public datasets: MOT-2017 [33], MOT-2020 [2],
UAVDT [34], VisDrone [35], and JTA [36]. The results
are shown in Table 1.

As the baseline (B) for our study, we build on an ar-
chitecture very similar to [4], but with a backbone based
on ResNet-18 [23] and without dynamically adjusting the
input frame size. The results are fairly good, but the per-
formance is especially poor in videos with very small or
very large objects, like the ones found in UAVDT, as the
learned filters are not able to extract meaningful informa-
tion.

The addition of the RoI extractor embedding a feature
pyramid network (F) is a very significant change, in-
creasing the accuracy and the robustness in all the datasets
listed in Table 1 by an average of +4.1 and +5.8 points, re-
spectively. The most substantial gain is found in UAVDT
—increase of +9.0 points in accuracy and +16.7 points in
robustness—, as the network is now able to generate mean-
ingful features at different resolutions and, therefore, han-
dle small objects, which are very abundant in this dataset.

The similarity operator also has a major impact on net-
work performance, as the change from a pairwise cross-
correlation to our pairwise-depthwise-RPN (R) results
in an average increase of +2.9 points in accuracy. This is
mainly due to the fact that the system is now able to de-
tect changes in the aspect ratio of objects, all while keeping
the real-time performance. The average increase in robust-
ness is also significant (+0.6 points), since the output of the
pairwise-depthwise-RPN objectness branch is very similar
to that of pairwise cross-correlation, with both focusing on
locating the center of the targets.

The integration of the attention module (A) results
in an average increase of +0.2 points in accuracy and +0.1
points in robustness. As many scenes contain multiple
objects with a high degree of overlap —which makes the
center of the objects difficult to identify— the attention
mechanism focuses on producing richer features capable
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Table 1: Ablation study with VOT-RT metrics @20 fps. A version of SiamMT with a ResNet-18 as backbone is the baseline (B). F:
Feature-Pyramid-based RoI extractor. R: PD-RPN similarity operation. A: Attention module —superscripts s and c indicate self-attention
or cross-attention only, respectively. P: Multi-object penalization. I: Inertia module. The number of parameters is shown together with the
name of each configuration.

MOT-17 MOT-20 UAVDT VisDrone JTA
Acc. Rob. Acc. Rob. Acc. Rob. Acc. Rob. Acc. Rob.

Baseline (13.9M) 50.1 74.6 47.9 82.1 42.0 75.8 42.8 50.2 45.3 62.1
B+F (15.2M) 55.4 76.8 48.1 82.3 51.0 92.5 46.3 56.0 48.0 66.1
B+F+R (16.4M) 57.3 76.6 51.2 83.0 56.5 93.2 48.7 57.0 49.8 67.1
B+F+R+As (17.0M) 57.4 76.5 50.8 83.3 56.6 93.1 48.9 57.2 49.9 67.1
B+F+R+Ac (17.0M) 57.2 76.7 51.8 83.2 57.2 93.2 48.7 57.1 49.8 67.1
B+F+R+A (17.0M) 57.3 76.6 51.4 83.2 57.0 93.2 48.9 57.1 50.0 67.2
B+F+R+A+P (17.0M) 58.0 77.5 51.5 82.7 57.8 93.2 50.8 59.3 51.0 66.2
B+F+R+A+P+I (17.0M) 57.9 77.2 52.7 82.2 57.8 93.3 50.9 59.8 51.0 66.3

of better delimiting the boundaries of each object. There
are certain datasets in which one attention mechanism per-
forms better than the combination of both. However, the
best overall results are obtained through the use of both
approaches.

The addition of the multi-object penalization mod-
ule (P) also provides a significant improvement in the
performance of the network. The suppression of distrac-
tors and outliers as well as the reduction of the activation
area of detections provides clean results for the bounding
box voting, which results in an average increase of +0.9
points in accuracy and +0.3 points in robustness.

Finally, the inclusion of the inertia module (I) also
provides an improvement in the performance of the net-
work, increasing the accuracy in +1.2 points and the ro-
bustness in +0.5 points for MOT-2020 and VisDrone, re-
spectively. Specifically, as the inertia module is able to
roughly predict the future coordinates of objects, it al-
lows a better placement of the search areas, which pre-
vents faster targets from leaving the network’s field of view
from one frame to the next. On the other hand, in envi-
ronments with a high density of objects where the visual
information cannot be fully trusted due to continuous oc-
clusions, the inertia module plays a major role in enhanc-
ing those RPN predictions that present low confidence.
Although the other datasets do not feature these charac-
teristics, VisDrone has many fast targets and MOT-2020
presents a large number of overlaps between objects (Fig-
ure 8), so the introduction of the inertia module in these
cases offers a great advantage.

Overall, the proposed components improve the baseline
by an average of +8.4 points in accuracy and +6.8 points in
robustness. The components that comprise the proposal
engine add +4.6 points in accuracy and +5.8 points in ro-
bustness. The comparison head is responsible for the in-
crease of +3.8 and +1.0 points in accuracy and robustness,
respectively.

These contributions not only improve the tracking qual-
ity, but they also preserve the efficiency of the algo-
rithm. The computational complexity of SiamMOTION is
of O(𝑊𝐻) for the feature extractor, O(𝑊𝐻+N) for the RoI
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Figure 8: Box plot of the amount of overlap per object for the an-
alyzed databases. An object in a frame is regarded as overlapped if
more than 50% of its area is shared with other bounding boxes.

extractor, O(N) for the inertia module, O(N) for the at-
tention module, O(𝐾N) for the pairwise-depthwise-RPN,
and O(N2) for the multi-object penalization. All this
yields a computational complexity of O(𝑊𝐻 + 𝐾N + N2)
for the end-to-end network. If we take into account that
𝑊 ≃ 𝐻 ≫ N , then the complexity is dominated by the size
of the input frame.

Lastly, although the proposed architecture is already
quite lightweight, it can be further simplified for de-
ployment in industrial environments with constrained re-
sources. The core of the proposal engine is the region-of-
interest extractor (F), which leverages a feature pyramid
network to yield features with richer semantic information.
On the other hand, the main component of the compari-
son head is the similarity operator (R), which exploits a
pairwise cross-correlation to fuse the exemplar and search
area tensors while scaling seamlessly with the number of
targets. This configuration (Table 1, row “B+F+R”),
while simple, still outperforms the state of the art in all of
the tested benchmarks but MOT-2020 [2] by an average
of +2.7 points in accuracy and +2.9 points in robustness.
Nonetheless, the additional methods introduced in the pa-
per are still beneficial for achieving superior performance,
especially in crowded environments such as MOT-2020.
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Table 2: VOT-RT metrics results. Red, blue and green, represent 1st, 2nd and 3rd respectively. Column #ob shows the maximum number
of targets that can be instantiated before the tracker resorts to GPU oversubscription.

MOT-17 MOT-20 UAVDT VisDrone JTA
@20 fps @25 fps @20 fps @25 fps @20 fps @25 fps @20 fps @25 fps @20 fps @25 fps

Acc. Rob. Acc. Rob. Acc. Rob. Acc. Rob. Acc. Rob. Acc. Rob. Acc. Rob. Acc. Rob. Acc. Rob. Acc. Rob. #ob
SiamMT [4] 54.5 76.2 54.5 73.8 52.6 81.7 52.5 82.2 54.6 92.3 54.5 92.3 45.7 52.2 45.4 51.5 46.9 61.5 46.9 61.5 >99
SiamBAN [37] 45.9 59.9 44.2 58.4 27.5 67.4 26.7 66.9 38.2 67.1 35.1 62.3 26.8 29.7 27.3 29.2 36.3 48.5 34.8 46.8 44
STMTrack [38] 48.7 61.8 46.6 59.9 27.3 67.3 26.9 66.9 35.6 62.8 33.4 59.2 28.1 29.5 27.0 29.2 38.2 49.5 36.6 47.6 23
SiamAttn [18] 45.0 57.3 43.9 56.1 26.7 66.7 26.3 66.5 35.0 60.9 32.7 57.4 26.8 29.0 26.2 28.7 35.0 45.7 33.9 44.7 21
SiamFC++ [20] 53.9 70.2 52.3 67.6 30.4 70.9 28.8 69.7 52.4 86.1 48.5 81.2 34.2 32.8 32.0 31.5 44.4 59.8 42.1 56.2 30
SiamCAR [16] 47.5 60.0 46.0 58.2 27.8 67.5 27.2 67.0 40.3 70.0 37.1 64.9 28.9 29.8 27.8 29.3 38.3 48.7 36.6 46.9 45
SiamRPN++ [17] 48.5 60.1 47.0 58.9 27.8 67.4 27.1 66.9 38.2 67.1 35.2 62.5 28.2 29.6 27.2 29.1 37.8 48.7 36.1 46.9 22
DaSiamRPN [26] 48.2 72.5 46.9 69.3 31.2 73.0 29.5 71.4 52.0 89.5 48.6 85.4 35.3 34.7 33.7 33.1 42.0 61.6 40.54 58.8 33
SiamRPN [15] 50.9 70.7 49.5 67.9 30.3 71.0 29.1 69.7 53.5 89.9 49.8 85.7 36.2 34.4 33.9 32.8 43.7 60.3 41.5 56.8 33
SiamFC [14] 45.8 58.4 45.2 57.2 26.9 67.3 26.6 66.9 41.4 73.3 37.5 67.3 27.9 29.5 27.0 29.0 36.3 46.3 35.2 45.1 39
SiamMOTION 57.9 77.2 57.8 76.7 52.7 82.2 52.7 82.2 57.8 93.3 57.7 93.4 50.9 59.8 49.2 57.6 51.0 66.3 51.0 66.3 >99

4.3. Comparison with the state of the art

Since SiamMOTION is an MVOT, it constitutes a ded-
icated component that performs a specific task within
the MOT framework —motion estimation when there
are no detections available. Therefore, in this sec-
tion, we compare it with current MVOT solutions on
the previously discussed databases, employing VOTChal-
lenge’s VOT-RT metric @20fps and @25fps [6]. Specif-
ically, this comparison covers SiamFC [14] —used in
UMA [10]—, SiamRPN [15] —used in DeepMOT [39]
and DAMOT [9]—, and SiamRPN++ [17] —used in
SiamMOT [40]—, as well as SiamMT [4] and current
state-of-the-art single-object trackers that can be tai-
lored for MVOT —DaSiamRPN [26], SiamCAR [16],
SiamFC++ [20], SiamAttn [18], STMTrack [38], and
SiamBAN [37]. The results for each algorithm are shown
in Table 2. All of these MVOTs have been run on multiple-
object environments —as the aforementioned papers do—
and maximizing GPU usage. Column #ob shows the max-
imum number of targets that can be instantiated before
GPU memory oversubscription.

According to the experimental results, SiamMOTION
outperforms previous state-of-the-art MVOT approaches.
These improvements are in both accuracy and robustness,
resulting in fewer identity switches and better delimiting
the tracked objects. Some approaches such as SiamFC++
are able to fit the bounding boxes to the objects very
tightly, but have problems maintaining their identities for
several frames —i.e. high accuracy but low robustness.
Conversely, other approaches such as DaSiamRPN exhibit
the opposite behavior. These, while correctly identifying
the center of the targets, report a bounding box with an
incorrect size often vaguely related with the objects —i.e.
high robustness, but low accuracy. The latter, while cer-
tainly not ideal, may be acceptable in those scenarios in
which the boundaries of the objects are not a critical fac-
tor, but the main objective is to maintain their identities.

Owing to the global frame features extraction and the
use of a specialized similarity operator (Ẽ), SiamMT fares
better than its predecessors. Consequently, our approach

SiamMOTION exploits these breakthroughs and builds on
them to create a novel architecture. Thus, the global fea-
tures extraction allows to share the backbone computa-
tions —the most expensive operation in the network—
, and we incorporate the Ẽ operator as the core of
our pairwise-depthwise-RPN. This, together with the en-
hanced RoI extractor, the multi-object penalization mod-
ule, and the inertia system, gives SiamMOTION advan-
tages of up to +5.2 points of accuracy and +7.6 points of
robustness compared to its predecessor. When compared
to the second best state-of-the-art architecture, these dif-
ferences can become as large as +23.2 and +25.1 points,
respectively.

One of the datasets in which SiamMOTION best per-
forms is UAVDT —improvement of +3.2 points in accuracy
and +1.0 points in robustness @20 fps. This is because
it contains a large number of small moving vehicles, for
which the inertia module and the inclusion of the FPN in
the RoI extractor are ideal. The inertia module allows for
better placement of the search area when there are fast
movements —this is critical for small objects, as the field-
of-view of the network is smaller for them (Equation 6)—,
while the FPN provides meaningful features for small ob-
jects, which would normally be washed-out at deeper levels
of the backbone. Other datasets in which SiamMOTION
excels are VisDrone —improvement of +5.2 points in ac-
curacy and +7.6 points in robustness @20 fps— and JTA
—improvement of +4.1 points in accuracy and +4.8 points
in robustness @20 fps. The large number of objects they
contain and the fact that the sequences are captured with
a moving camera mean that the bounding boxes of the tar-
gets will continuously change in aspect ratio. Thanks to
SiamMOTION’s built-in PD-RPN, we are able to detect
these changes in an efficient and effective manner.

On the most challenging dataset, MOT-2020, SiamMO-
TION achieves the highest difference in accuracy and ro-
bustness with the state of the art but SiamMT, surpassing
them by over +21.5 points in accuracy and +9.2 points in
robustness @20 fps. This dataset is quite complex due to
the large amount of overlap between objects and erratic
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movements it contains, making it completely different from
the rest of the benchmarks —the initializations themselves
often contain parts of other tracked objects. In fact, Fig-
ure 8 shows how half of the objects in MOT-2020 present
overlaps in 70% or more of their detections. This statistic
is very different from the rest of the databases, in which
most of their objects are overlapped in less than 25% of
their detections. An extreme example of this is UAVDT,
where 90% of its objects have an overlap below 3%, since
it consists of zenithal recordings of vehicles.

5. Conclusions and future work

We have presented SiamMOTION, an MVOT (multiple
visual object tracker) capable of tracking several dozens
of objects in real-time with high accuracy and robustness,
regardless of their category and size. This is made possible
thanks to a proposal engine that generates quality features
—well-framed, with the correct resolution, and highlight-
ing the most relevant channels for each object— and a
comparison head that efficiently outputs quality predic-
tions —detecting changes in aspect ratio and suppressing
the effect of distractors, all without resorting to multi-scale
testing.

SiamMOTION has been evaluated on various video
databases, achieving a real-time performance that sur-
passes the current state of the art —increase of +2.9 points
in both average accuracy and average robustness when
compared to the best performing counterpart at 25 fps,
and differences of more than +11.6 points when compared
to the rest. Furthermore, an exhaustive ablation study
was carried out on all the tested databases, analyzing the
contribution of each new component. This showed that
the parts comprising the proposal engine —inertia mod-
ule, RoI extractor, and attention mechanism— are respon-
sible for the 68% of the improvement brought by the ar-
chitecture —+4.6 points in accuracy and +5.8 points in
robustness over the baseline—, while the components that
make up the comparison head —Pairwise Depthwise RPN
and multi-object penalization module— contribute the re-
maining 32% —+3.8 and +1.0 points in accuracy and ro-
bustness, respectively.

As SiamMOTION is an MVOT and not a fully-fledged
MOT system, it solves a specific task within the MOT
framework —motion estimation when there are no detec-
tions available. It is therefore not responsible for carry-
ing out other tasks such as track initialization and ter-
mination, or drift detection. This is why as future work
it would be interesting to develop a complete MOT sys-
tem integrating SiamMOTION as well as an object de-
tector, an affinity estimator, and an association mecha-
nism; making it fully integrated and end-to-end trainable.
This would most likely allow for better learning for all
components, as well as ease its deployment in resource-
constrained environments. It would also be interesting to
transform SiamMOTION to produce more thorough out-
puts, enabling rotated bounding boxes or per-pixel iden-

tification —segmentation. This would allow for more re-
fined predictions, making tracking more valuable in those
situations where objects have unusual shapes or appear in
large crowds. However, this is not straightforward, as such
methods usually have a severe impact on the speed of the
system, preventing it from running in real-time.
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