
Noname manuscript No.
(will be inserted by the editor)

Automatic linguistic reporting of customer activity
patterns in open malls

Manuel Ocaña∗† · David
Chapela-Campa§ · Pedro Álvarez‡ ·
Noelia Hernández† · Manuel
Mucientes§ · Javier Fabra‡ · Ángel
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Abstract In this work, we present a complete system to produce an auto-
matic linguistic reporting about the customer activity patterns inside open
malls, a mixed distribution of classical malls joined with the shops on the
street. These reports can assist to design marketing campaigns by means of
identifying the best places to catch the attention of customers. Activity pat-
terns are estimated with process mining techniques and the key information
of localization. Localization is obtained with a parallelized solution based on
WiFi fingerprint system to speed up the solution. In agreement with the best
practices for human evaluation of natural language generation systems, the lin-
guistic quality of the generated report was evaluated by 41 experts who filled
in an online questionnaire. Results are encouraging, since the average global
score of the linguistic quality dimension is 6.17 (0.76 of standard deviation)
in a 7-point Likert scale. This expresses a high degree of satisfaction of the
generated reports and validates the adequacy of automatic natural language
textual reports as a complementary tool to process model visualization.

1 Introduction

SOcial Workflows (SOW) coordinate the activities carried out by a group of
users [22] who either individually or in cooperation try to achieve a certain
objective. The SOW are unstructured flows in which a large number of users
carry out activities of a very diverse nature that they spread over time and
typically consume few computing resources. An example of processes that
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are modeled through these types of workflows are the marketing campaigns
that have the objective to motivate and persuade potential customers in the
consumption of a certain product or service. However, from a technological
point of view, the characteristics of the SOW are: (i) they model unstructured
processes where users have multiple options and/or paths, and where they can
even carry out additional activities to those initially planned in the workflow;
(ii) a large number of users; and (iii) depending on the skill or motivation of
each user, the same activity can be performed immediately or have a temporary
duration much higher (in the order of hours or even days).

These characteristics add a series of challenges when managing and moni-
toring the execution of SOW. On the one hand, the management of this type
of workflow requires the handling of a large number of simultaneous executions
whose duration extends over time. On the other hand, the analysis of the ex-
ecution of the workflow requires the use of process mining techniques [6] to
obtain the real workflow followed by the users and, in this way, understanding
what really happens in the execution of the process, thereby allowing the im-
provement of the process and its (dynamic) adaptation to the needs of users.
However, for unstructured processes with a huge number of executions, the
results of the current process discovery algorithms are workflows that have a
structure in spaghetti and therefore very difficult, if not impossible, to inter-
pret. Therefore, it is necessary to develop techniques to extract valuable infor-
mation about the discovered workflow. Furthermore, this information should
be conveyed to the users who will consume it in an understandable way. To
this aim, we combine in our reports both graphical information about the
process as well as automatically generated linguistic reports which summa-
rize the relevant information about the processes. This is the first axis around
which pivots the project Business (Artificial) Intelligence for Social Workflows
(BAI4SOW).

Furthermore, the BAI4SOW project adds another dimension to the SOW:
the activities to be carried out by users take place in geographic locations
(e.g., an open shopping center, an area of tourist interest, an area where some
activity is carried out or, in general, any area of a city) and they are also ge-
olocated activities that users carry out through mobile devices (e.g., activities
in a marketing campaign). Therefore, it is necessary to capture the events re-
lated to the execution of this type of activities and, for this, it is required the
development of localization techniques and detection of the behavior of users
in a given geographic area. This is the second axis of the project BAI4SOW.

In addition, given the high number of users who can potentially participate
in this type of flow, is necessary to run the algorithms in grid computing,
cluster, and cloud infrastructures, minimizing the cost that this computation
could have in business clouds like Amazon and Google. This constitutes the
third axis of the BAI4SOW project.

In this article, we present the complete system implemented in the project
BAI4SOW, which enhances the proposal made in [33]. This system consists of
a localization system to locate the customers and identify the activities that
they are carrying out, and of the application of process mining and natural
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language generation techniques to this information in order to analyze the
behavior of the customers to extract insights and linguistic reports from it.
We present the results obtained in BAI4SOW project, whose objective is in
the development of both process mining algorithms for the analysis of SOW
containing geolocated activities, and automatic linguistic reports that can be
helpful for marketing campaign design.

The rest of this manuscript is organized as follows. Section 2 presents the
main structure of the BAI4SOW project and its framework. Then, the three
main parts of the presented framework are described: Section 3 introduces
the localization system and its parallelization; Section 4 gives an overview of
process mining and its application to this project; and Section 5 describes the
followed natural language generation approach. Finally, Section 7 presents the
conclusions of the publication, and sketches some insights for future work.

2 BAI4SOW project

The main objective of the BAI4SOW project is the development of intelligent
techniques for automatic extraction and analysis of user behavior in processes
modeled through social workflows. In particular, the target processes are those
involving users moving around an outdoor area and carrying out the activities
of the social workflow through their mobile devices. Fig. 1 depicts the concep-
tual framework which is developed to achieve this objective. It includes the
following components:

– Localization and behavior detection algorithms. To analyze social workflows
is necessary to record the events generated by the activities that each user
carries out. For each instance of the process —an execution of the process
from start to end—, a sequence composed of these events is generated.
In those processes involving users moving around a geographic area, this
activities’ model when a user arrives at a certain point (to, for instance,
make a purchase or take a photo), sits and moves inside an establishment,
etc. Therefore, it is mandatory to locate the users in the geographic area
where they are moving, as well as to detect users’ behavior of interest once
they are in a given location. To record the execution of these activities, a
set of algorithms have been developed using the information given by the
users’ mobile devices such as the Global Positioning System (GPS) and
Wi-Fi signals sensors.

– Parallelization techniques. These techniques are used to design a technolog-
ical infrastructure based on the integration of cloud resources that support
the efficient and large-scale processing of the algorithms developed during
the project. This infrastructure facilitates making a decision on what com-
putation and storage resources are more appropriate for the execution of
the algorithms.

– Process Mining Algorithms. This set of algorithms allow to automatically
discover the workflow —also referred to as process model— that has been
actually executed by the users and, also, to extract relevant information



4 Manuel Ocaña et. al.

Localization Process Mining Natural Language
Generation

Event
log

Process
model

Frequent
patterns

Linguistic
report

WiFi
signals

Parallelization
techniques

Fig. 1 Conceptual framework of BAI4SOW project.

about the process such as: i) frequent activity patterns, which indicate
patterns of frequent user behavior; and ii) the hierarchical organization of
unstructured and spaghetti workflows, which ease the visualization of the
process reducing its complexity at different levels of abstraction.

– Natural Language Generation Techniques. This set of techniques take as
input the workflows and frequent activity patterns, as long as other an-
alytics from the recorded behavior, and automatically generate textual
descriptions providing textual information in natural language about their
most relevant characteristics. This is an additional tool for conveying in-
formation to users, complementary to the visualization of workflows.

The computational solution proposed in this project, which is depicted in
Figure 1, is mainly deployed in a cloud-based architecture. The mobile devices
record the WiFi signals from the mall and send the data to the cloud-based
localization system. This system processes the data and produces the event
log with the activities that each customer carried out. The process mining and
natural language generation algorithms, which are also deployed in a cloud sys-
tem, access the event log to work with it. Process mining techniques produce
the process model and the frequent activity patterns, and then the natural lan-
guage generation techniques create the linguistic report. All these outputs are
generated in the cloud to be accessible by an analyst from a client application,
in order to analyze the behavior of the customers.

It is worth noting that this conceptual framework is applicable to SOW
containing activities related to the location and behavior of the users taking
part in them. However, process mining algorithms and parallelization tech-
niques are directly applicable to any workflow in general, and particularly to
unstructured processes with many users taking part in them.

In the following sections we will describe the three main blocks of this
analysis: i) the implemented localization system, and its parallelization, to
obtain the activities that the users are carrying out; ii) the process mining
techniques used to discover the behavior of the customers; and iii) the natural
language generation approaches applied to automatically generate linguistic
reports.
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3 Localization system

In this project, we consider the customers’ behavior in the mall as a process,
and the actions they carry out as the activities of the process. In this con-
text, an execution of the process is the sequence of activities that a customer
carries out in the mall, from the entrance to the end. For this reason, in or-
der to analyze the behavior of the customers, it is mandatory to register the
activities that they carry out while in the mall. This information is stored in
what is called an event log, which constitutes the foundation of process mining
analyses (as we will introduce in Section 4). For this reason, the process to
locate the customers and identify what are they doing is crucial, so it must be
ubiquitous, accurate, and in real-time. This section describes the localization
system developed in this project and the parallelization techniques applied to
increase its efficiency.

3.1 Indoor WiFi-based system

Outdoor localization is usually obtained through the use of GPS but, unfortu-
nately, it is not suitable for indoor environments – such as the environment of
this analysis – due to the Non-Line-Of-Sight (NLOS) effect. To solve this issue,
the proposed method uses a fingerprint WiFi-based localization as a highly-
available, no-installation, no-cost solution: there are WiFi Access Points (APs)
in almost every shop, almost every smartphone has a WiFi interface and there
is no need to be connected to WiFi networks to measure WiFi signal, so it is
free of charge even for private networks.

This kind of methods relies on a two-stage approach: (1) the training stage,
when the environment is divided into cells where real WiFi measurements are
collected and stored to build the localization system; and (2) the localization
stage, when new measurements collected at an unknown location are compared
with the stored ones to estimate the location of the device.

Our localization system is based on the work proposed in [24]. It imple-
ments a method to increase the localization resolution without the need of
increasing the number of cells to site-survey at the cost of a higher computa-
tional cost. Of course, real-time is a requirement for our system, so we have
implemented a new version using parallel techniques (as will be explained in
Section 3.2).

Fig. 2 shows the general architecture of the system. As it can be seen,
during the training stage a Support Vector Regresion (SVR) algorithm is used
to extrapolate virtual WiFi measurements at positions where no real samples
were collected using the real collected information from each existing WiFi
AP. The trained localization system will be composed of all these surfaces.

Then, during the localization stage, customers will collect new measure-
ments in real-time at their unknown locations. These new measurements will
be compared with the values stored in the corresponding surfaces to find their
location inside the environment. This way, the coordinates where the differ-
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Fig. 2 General architecture of the WiFi-based indoor localization system [24].

ence between the Received Signal Strength (RSS) from an AP and the stored
RSS for that coordinate is low will be marked with higher scores than the co-
ordinates with greater differences. Finally, the scores for each coordinate will
be summed up, to obtain a resulting surface where the coordinate with the
highest score is the most likely location of the customer.

In [24], this localization method was evaluated for determining the optimal
size of cells when it is applied in a medium-size indoor scenario (around 2.500
m2). The results proved that 15 cm side cells are an efficient option using
all the detected APs. With this configuration, and the size of the open mall
(see Section 6), the execution time is 44.4 hours to compute all the surfaces
during the training stage and 325 seconds to determine the current location
of a customer. The experiments were conducted using a server with 8 Intel
i7-4790K CPUs at 4.00GHz, a local SSD disk, and 32GB of RAM. Obviously,
these performance results show the necessity of accelerating the training and
location algorithms in order to be used in large real scenarios.

3.2 A parallel version of the location algorithms

In order to improve the performance of the previous process, new training and
location algorithms have been programmed using parallelization techniques.
The goal is to reduce the execution time of these algorithms in order to locate
efficiently customers in a real scenario in a suitable way. The new version is
based on a master-worker architecture [9], which has been developed to be
deployed on a high-performance computing environment, specifically, in a set
of cloud computing resources with the flexibility to support the dimensions
and large-scale requirements of the scenario.

The master-worker architecture follows a high-level design pattern that
facilitates the parallel execution of applications composed of a set of indepen-
dent tasks. The pattern consists of two kinds of processes: a master, and a
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pool of workers. The former is responsible for assigning tasks to workers and
guaranteeing that all of them are correctly completed. On the other hand,
the workers execute the assigned tasks provided by the master. The correct
execution of these tasks is monitored and coordinated by the master, which
also checks the termination status and the logs resulting from each process. If
required, the master can execute a task again or even reassign it to a different
node for its completion.

The scenario of the problem depicted in this work requires a high level of
flexibility when dealing with computing resources. This architectural model is
highly scalable by increasing (or decreasing) the size of the pool of workers
according to the execution requirements. On the other hand, the master and
the workers usually interact among themselves using an asynchronous com-
munication mechanism. Message brokers are usually used for this purpose,
demonstrating their adaptability and effectiveness in this model of architec-
tural solutions.

The parallelization of the algorithms is separated into two different stages.
First, a generic master-worker architecture has been developed in Java using
RabbitMQ as the message broker [36]. Then, the training and location algo-
rithms have been split into a set of independent tasks that can be executed
in parallel using the master-worker implementation. The process of creating
a continuous reference surface as part of the training algorithm has been pro-
grammed as independent tasks that can be computed from RSS measures.
This way, the generation of the different surfaces can be easily parallelized.
The location algorithm requires checking the sample of the customer’s un-
known position against each of the reference surfaces. Each of these checks
has been also developed as an independent task.

Additionally, as part of the parallelization process, the MATLAB code used
to create and process the reference surfaces was refactored and programmed
using Octave [21]. This decision is based on economic criteria: the use of MAT-
LAB in different cloud computing resources requires locating a license config-
ured for cloud for each node or deploying a MATLAB Parallel Server, which
represents an additional cost that would increase as the execution requirements
did as well [32].

The parallel implementation of the localization system and its deploy-
ment in the Amazon cloud computing environment is depicted in Fig. 3. As
shown, the system exposes its functionality through two Web-based inter-
faces as REST APIs. This allows easy and independent integration with the
BAI4SOW applications.

On the one hand, the Surface Creation Service provides a set of opera-
tions to submit training measures and compute the corresponding continuous
reference surfaces. The master-worker version of the corresponding algorithm
has been integrated into the logic of the service and it has been deployed into
the Amazon EC2 infrastructure [8]. As will be detailed later, the flexibility of
the master-worker architecture allows us to deploy the service over different
configurations of virtual instances (used for the execution of workers, mainly).
The results are then stored into the Surface database, which has been imple-
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Fig. 3 Cloud-based implementation of the localization system.

mented using the Amazon S3 service [7]. This allows us to guarantee a robust,
reliable, and durable data storage facility that can be easily scaled as well
when required.

On the other hand, the Location Service offers the functionality to estimate
users’ location. The RSS samples measured by the user’s mobile are aggregated
and sent to the service as input. Then, this information is processed by the
master-worker version of the location algorithm, which checks them against the
reference surfaces previously computed. This can be done because the Amazon
S3 data storage is used by both services through the S3 service interface.

Output. The result of this system (as depicted in Fig. 1) is the identification
of the activities the users carry out while in the mall, producing an event
log such as the example shown in Fig. 4a. This information, consisting in the
name of the activity being executed, the identification of the case —a visit
of a customer, from the entrance to the end—, and the timestamp in which
each activity took place, is later used by process mining techniques in order
to perform the behavior analysis.

4 Process mining

With the explosion of process-related data, the behavioral analysis and study
of real processes have become more popular. Process mining is a research
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field offering techniques to discover, monitor, and enhance real processes by
extracting knowledge from event logs recording information of the executed ac-
tivities [5]. Through this analysis, we can understand what is really happening
in a process [4], and improve the process based on this information.

In this way, we can exploit the process mining potential to study and
validate the customers’ behavior by taking the information obtained with the
localization system explained in Section 3. This section introduces some basic
notions about the process mining field, and describes the details of the process
mining analysis performed in this paper.

4.1 Process discovery

Process discovery plays a dominant role in all the stages of the process mining
lifecycle [5]. The starting point is usually an event log recording the execution
of the activities in the process, as formalized below.

Definition 1 (Event, Trace, and Event log). Given a set α ∈ A repre-
senting the activities of a process, an event ε represents a particular execution
of the activity, storing information such as the start and end timestamps, the
resource, cost, etc. A trace is a list (sequence) τ = 〈 ε1, ..., εn 〉 of events εi
occurring at a time index i relative to the other events in τ . Each trace cor-
responds to an execution of the process, i.e., a process instance. We define an
event log L = [τ1, ..., τm] as a multiset of traces τi.

Fig. 4a shows an example of an event log depicting 20 events of 7 different
traces (trace 01 is depicted in Fig. 4d). With this information, process discovery
techniques aim to build a process model —i.e. a social workflow— depicting
the relations between the activities based on the behavior observed in the log.

Definition 2 (Process model). Given a set α ∈ A representing the ac-
tivities of a process, a process model is a tuple M = (N,E) where V ⊆
A
⋃
{′Start′,′End′} denotes the set of nodes in the process model representing

the activities in the process, plus two artificial nodes to centralize the start
and end of the process; and E ⊆ N ×N denotes the set of edges representing
a causal relation between two activities.

Fig. 4b shows an example of a process model depicting the behavior recorded
in the event log in Fig. 4a. Discovering a good-quality and readable process
model is crucial to maximizing the analysis and improvement of the process in
the next stages. Nevertheless, in some scenarios where the executed activities
of the process do not follow a clear structure, the discovered process model
might be too complex to be analyzed directly.

In these cases, post-processing techniques are used to extract as much
information as possible from the process. A common practice is to focus on the
parts of the model that are being executed more frequently, i.e., the frequent
activity patterns.
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Case Activity Timestamp

01 Buy Shop 1 2020-11-14 10:35:41

01 Go Cinema 2020-11-14 10:36:42

02 Buy Shop 1 2020-11-14 10:38:59

03 Buy Shop 1 2020-11-14 10:41:11

04 Buy Shop 1 2020-11-14 10:41:28

01 Walk Zone 1 2020-11-14 10:43:17

05 Walk Zone 1 2020-11-14 10:46:09

01 Buy Shop 2 2020-11-14 10:49:47

04 Go Cinema 2020-11-14 10:52:03

02 Go Cinema 2020-11-14 10:53:00

03 Walk Zone 1 2020-11-14 10:55:11

02 Walk Zone 2 2020-11-14 11:08:41

04 Buy Shop 2 2020-11-14 11:12:40

03 Buy Shop 2 2020-11-14 11:18:26

05 Buy Shop 2 2020-11-14 12:37:46

03 Walk Zone 2 2020-11-14 13:39:36

04 Walk Zone 2 2020-11-14 13:41:11

05 Walk Zone 2 2020-11-14 15:55:38

06 Buy Shop 1 2020-11-14 16:41:11

07 Go Cinema 2020-11-14 16:51:01

... ... ...

(a) Partial event log example.

(b) Process model corresponding log
in Fig. 4a.

(c) Activity pattern example.

〈 Buy Shop 1, Go Cinema, Walk Zone 1, Buy Shop 2 〉

(d) Sequence of activities of the trace 01 of the log in Fig. 4a.

Fig. 4 Example of an event log, a trace, a process model and an activity pattern.

Definition 3 (Activity pattern). Given an event log L and a process model
M = (N,E), an activity pattern P = (N ′, E′) where N ′ ⊆ N , and E′ ⊆ E, is a
substructure of the process model depicting part of its behavior —a subprocess.

Fig. 4c depicts an example of an activity pattern of the event log and
process model in Fig. 4. Given a frequency threshold, an activity pattern is said
to be frequent when observed in a percentage of traces of the event log equal
or higher than this threshold. For instance, for an event log of 100 traces, and
a frequency threshold of 65%, the frequent activity patterns are those activity
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patterns observed in at least 65 traces. In this sense, the optimizations and
improvements can be done w.r.t. the parts that are happening more often.

4.2 Conformance checking

Another main stage of the process mining lifecycle is conformance checking.
Conformance checking takes action once both the event log – recording the
observed behavior – and the process model – either discovered or designed by
hand – are available. The aim of conformance checking is to relate the events
in the event log with the activities in the process model, and compare them to
detect commonalities and discrepancies between them [5]. This conformance
analysis is useful to detect if reality, as recorded in the log, conforms to the
model and vice versa [6]. For instance, by applying conformance checking tech-
niques, a path designed in the process model not being observed in the event
log can be detected. This detection allows the managers to inspect why this
expected behavior is not being recorded, and act accordingly. Conversely, a
conformance analysis can also detect a path observed in the event log but not
modeled by the process model. This phenomenon can hint at a deviation in
the real behavior that might be undesired – and hence, corrected –, or desired
but unpredicted – and hence, added to the process model.

For instance, by applying conformance checking techniques to the process
model depicted in Fig. 4b, we can confirm that it represents properly the
behavior observed in the event log in Fig. 4a. The process model supports all
the observed traces. Nevertheless, we can also detect that the process model
allows for behavior not observed in the event log, e.g., the path 〈 Start, Go
Cinema, Buy Shop 2, End 〉. As we can see, conformance checking improves the
information about the process that can be extracted with the process model.

4.3 Process mining usage

As said before, for the context of this paper, we want to analyze the behavior
of customers in the mall. Thus, we consider as the process’ activities those
activities that each user carries out while in the mall. In this sense, each full
interaction of a customer in the mall, from the entrance to the end, represents a
trace in the process. The event log consists of the collection of traces recording
the itineraries customers have performed in the mall.

We have used conformance checking techniques to validate the recorded
data by the smartphone application w.r.t. the ground truth. With the use of
these techniques, a comparison of the ground truth process and the recorded
data can be made, detecting existent deviations if any. These deviations have
been further analyzed to detect the reason behind their existence.

We have used the tools provided by the InVerbis Analytics service [25] for
process mining and visualization. These tools let us visualize graphs generated
with the ProDiGen [45] algorithm to compute the process model depicting the
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customers’ behavior recorded by the smartphone application and analyze it.
ProDiGen is a genetic discovery algorithm1 searching for complete, precise,
and simple process models. Given an event log, ProDiGen first computes a
simple heuristics-based process model and applies mutation operations to cre-
ate the first population of the genetic procedure. Then, iteration by iteration,
a new population is created by applying crossover and mutation operations to
some selected process models from the previous population. This evolutionary
procedure is repeated until a fixed number of populations is reached, or until a
process model with enough quality is discovered. The result of the evolution-
ary process is the process model with the best quality measures among those
created.

To further analyze the customers’ behavior, and to extract activity pat-
terns being executed frequently to focus on the most common behavior, we
have used WoMine [11]. WoMine is an algorithm to extract frequent activity
patterns – i.e., subprocesses that are executed frequently – from a process
model, measuring their frequency in the instances of the log. One of the ad-
vantages of WoMine is that it can detect activity patterns with all types of
structures: sequences, concurrency, choices, and loops. Furthermore, it can also
ensure in which traces the frequent activity pattern is being executed. Given
an event log and a process model, WoMine performs an a priori search start-
ing with the activities of the process, and expanding them by adding relations
and other activities to form subprocesses. On each iteration, the frequency of
the computed subprocesses is calculated – using conformance techniques – to
retain only the frequent ones, and optimize in this way the search. As a result,
WoMine obtains the subprocesses of the process model with maximum size,
ensuring that they have been executed by a number of users higher than a
predefined threshold.

Output. One of the outputs of the multiple process mining analyses applied
(as can be seen in Fig. 1) is the process model depicting the behavior of the cus-
tomers. This process model is obtained by the discovery algorithm, and allows
the analysts to inspect the overall behavior of the customers. Furthermore, this
process model is also used by other process mining techniques to discover the
frequent activity patterns —patterns of customers’ frequent behavior—, which
constitutes the other output. In addition, these analyses also produce insights
about the process such as the verification of the recorded activities, which is
obtained by applying conformance checking techniques, and the information
given by the process model and the frequent activity patterns.

1 A genetic algorithm is a metaheuristic based on the natural selection process. The
process of a genetic algorithm starts with an initial population of individuals. Iteratively,
some of the individuals in the current population are selected to breed the next one by
applying mutation and crossover operations to them. After a fixed number of populations,
the best quality individual is selected as the result.
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5 Automatic Linguistic Reporting

In this section, we first introduce the field of Natural Language Generation
(NLG). Then, we go in depth regarding how to automatically produce linguis-
tic reports in the application context described in previous sections.

5.1 Revisiting NLG Approaches

NLG [40] provides models and methods for generating insights on data through
natural language, producing textual descriptions that summarize the most
relevant information of the data that is described. Natural language is an
effective way of conveying information to humans because (1) it does not rely
solely on the human capacity to identify or understand visual patterns or
trends and (2) it may include uncertain terms or expressions, which are very
effective for communication either alone or combined with other modalities
[37].

Since the early developments in the 1980s, the complexity of NLG systems
has notably increased and there are now several techniques and methodologies
which guide the building of these solutions [20]. Also, different sub-fields have
emerged within this area, such as generation of coherent texts from other
texts, (interactive) dialog systems, computational creativity, or Data-to-Text
systems [40], where texts are generated from numerical or symbolic data sets
or series. Although the design of NLG systems is an open field, there exists
some consensus about the basic tasks that NLG systems perform, being the
traditional generic pipeline description in [41] the most commonly accepted.
In general terms, the task of converting some input data into an output text
can be divided into the following three sequential stages which convert step
by step the (numerical) input data into natural language texts (see Fig. 5):

– Text planning, where the information to be conveyed in the text is identified
(content determination), as well as some order and general structure of the
text is planned.

– Sentence planning, which includes grouping of messages when needed (sen-
tence aggregation), and decisions about the words/expressions to be used
(referring expressions generation and/or lexicalization).

– Surface text realization, which consists of generating a syntactically, mor-
phologically, and orthographically correct text.

Among these traditional approaches, template-based systems merge (part
of) the previously described stages, and directly map the non-linguistic in-
put to the final surface text realization. In [44] it is argued that, although
template-based systems were initially deemed as inferior to standard NLG sys-
tems (mostly in terms of maintainability, or variation) they are able to perform
all NLG tasks in a linguistically well-founded way. Furthermore, many success-
ful template-based systems deviate from the prototypical fill-in-the blank tem-
plate basic approaches, whilst there are examples of standard NLG systems
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Fig. 5 Generic NLG system pipeline as depicted in [41].

which perform some tasks in a “less than well-founded fashion”. Nowadays,
considering the different levels of complexity of NLG approaches and appli-
cations, this template-based vs standard NLG dichotomy is considered to be
outdated and there is a preference to focus on the existing “different levels of
sophistication in texts generation [16].”

Following a different approach, recent deep neural models for data-to-text
generation are becoming popular as end-to-end approaches, which produce
natural language texts from data without explicit intermediate representations
in between [10, 20]. For some specific tasks, neural end-to-end models have
proved to generate complex and rich outputs by learning from datasets [15],
in spite of being affected by some undesired effects (e.g. hallucination, repe-
titions or lack of explainability and generalization when addressing unknown
situations). It is also worth noting that traditional pipeline-based approaches
usually generalize better to inputs which are not present in the datasets.

5.2 Linguistic Reports for Process Mining

As we have seen in Section 4, processes can be modeled and resultant models
are usually represented in a graphical manner, by means of nodes and arrows
which represent the activities that take place in a process as well as the de-
pendencies among them. Sometimes, other properties of the process, such as
temporal properties, the use and creation of data, decisions, and resources
involved in the execution of the process, and so on, are also included in the
models. These graphic representations are the common way to communicate
relevant information about processes to users. Also visual analytics (or data
visualization) [3] techniques are popular, focusing on data analysis. These ap-
proaches ultimately rely on human capabilities to understand and identify
valuable information from the data. However, process models are often very
complex, and both process models and visual analytics may be very difficult
to be understood by non-trained users. Within this context, natural language
descriptions can be a good approach to enable or enhance the understanding
of process models and visual analytics, as they can summarize, combine and
communicate information in ways it would not be possible only with visual
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representations. Since natural language is the inherent way of communicating
for humans, this modality of information conveying is likely to be more eas-
ily understood and consumed by users. In this way, conveying useful process
models information would not only rely on the user capabilities to identify or
understand patterns, trends, and so on, from visual representations.

Moreover, research in other areas suggests that knowledge and expertise
are required to understand graphical information [35] and domain experts
can make better decisions when graphical displays are combined with textual
descriptions [26, 34]. In this regard, transforming process models into textual
descriptions has been identified [2] as one of the recent challenges for the
application of Natural Language Processing in the field of process mining and
analytics.

Although NLG has shown its scientific and technological maturity in many
fields of application, only recently NLG has been applied to process mining, for
generating insights on process data through natural language. The approaches
in the related literature follow these two perspectives:

– Control-Flow perspective models align the graph-based representation of a
process model with its textual description [1,29,34,42,43]. In these models,
relationships between the activities of the process model have a textual
description, which usually includes references to the resources that perform
these activities.

– Case Description techniques focus on generating textual descriptions about
the execution of single activities or activity sequences [14], therefore con-
sidering neither the process model structure nor the relations between ac-
tivities.

Another recent proposal [19] presented a framework where three paradigms
were integrated: (1) process analytics for extracting temporal and structural
information from a process; (2) fuzzy linguistic protoforms for modeling un-
certain terms [38]; and (3) NLG for building the explanations. We will not
consider here other approaches which heavily rely on classical data mining
techniques and only use event log data as their inputs, paying no attention to
the underlying process model.

Our approach for Automatic Linguistic Reporting, associated to process
model discovery, is made up of the following stages:

– Content determination: after having discovered the process model, several
numerical indicators are evaluated in order to extract relevant information
which will be conveyed in the textual descriptions. Most of them are tem-
poral data regarding traces, such as the average duration of the complete
process, the most relevant deviations, as well as the duration of some key
activities (e.g., we pay special attention to the longest activities).

– Discourse planning: we have implemented a discourse planning structure
which has proven successful in many other real applications of NLG [39].
Firstly, a general description is presented, providing quantitative informa-
tion about the average duration of the process and the number of cases
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which conform temporal-related information about the duration of the ac-
tivities. This information is relevant in order to provide a general overview
of the complete process duration. Following the general description, the
number of cases that deviate from the average duration are highlighted.
Two types of nuances are quantified here: the number of cases which have
a longer duration than the average and the number of cases which have
a shorter duration. The duration of the cases which correspond to both
nuances are linguistically compared to the general case using relative com-
parison expressions (e.g., “clearly longer”, “much shorter”, etc.) in order
to provide the reader with an intuition about to what extent cases deviate
but, at the same time, avoiding numerical details. Finally, relevant infor-
mation for the user indicating what aspects he/she should pay attention
to is provided: (1) a list of the specific activities with longer duration or
higher temporal deviation from the average; and (2) a list of the transitions
between activities to be revised.

– Linguistic realization: since our approach is a template-based one, all the
transformations described in the Sentence planning stage in Figure 5 are
merged in the surface text realization.

Among the several technological choices for performing the linguistic real-
ization stage of the textual reports, we used the InVerbis Analytics service [25],
as will be described in detail in Section 6.4. InVerbis is an integral cloud-
based process analytics platform, which provides several process mining fea-
tures such as the discovery of process models and variants, loop detection, and
conformance analysis against predefined process models, as well as a discovery
report that includes standard process analytics, such as visualizations of du-
ration and frequency of process variants, activities, and transitions. Discovery
reports include automatically generated textual narratives that complement
the visualizations and suggest potential bottlenecks within the process from a
global perspective and directly produce the previously indicated text planning
structure. A simplified example showing these elements in a real case is the
following one:

The process has an average duration of 10.3 minute(s) with a deviation
of ±10.3 minutes. 50 of the analyzed cases conform to this average.
The remaining 9 are composed of 3 cases that can be considered clearly
shorter, and 6 clearly longer [...]. It is recommended that at least the
following activities are checked, since their duration and/or temporal
duration is excessive: Eating in the Restaurants area at a coffee shop, ...
Likewise, the following transitions between activities should be revised:
Walking outdoors - Window shopping outdoors at restaurant, ...

The complete example including the full natural language report of a real
process, as well as the visual information, will be later presented, discussed,
and evaluated in Section 6.4 and Figure 10.

Output. Following with the pipeline depicted in Fig. 1, the application of the
NLG techniques commented in this section produces human-friendly linguistic
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descriptions of insights about the customers’ behavior analyzed with process
mining techniques.

6 Test-bed and results

In this section, we present the use case experimentation performed in this
work, which consists of the customer behavioral analysis in a mall, and the
automatic linguistic reporting of this analysis.

6.1 Test-bed description

We have developed our system in the open mall “C.C. La Dehesa”, located
in Alcalá de Henares (Madrid). This open mall (see Fig. 6) has 36.000m2 of
outdoor shopping (green area; which includes fast food restaurants and shops)
and indoor shopping composed by three big zones: 65 shops (orange area), one
big hypermarket (blue area) and 7 restaurants (yellow area).

Fig. 6 Open mall “C.C. La Dehesa”.

It is worth noting that in the indoor shops’ zone, the ceiling is made by
glass, permitting to obtain localization by GPS while in the rest only WiFi
localization is available. In the outdoor area, GPS and WiFi are available. This
test-bed was selected because it fits perfectly with the definition of open-mall,
shops core in indoor-outdoor with mixed localization available.

We used our previously developed application to train and test the com-
plete system running in three different mobile devices: two smartphones (Sam-
sung Galaxy S6 and S6 edge) and one tablet (Samsung Galaxy Tab 2). The
application was used in two ways: (1) the training dataset was collected by
means of saving several paths at static places, a path consists of frames at
key points, and frames are formed by sensors’ data and activities at zones
and specific places introduced by an expert user; and (2) the test dataset was
collected by means of saving several paths with the user in movement. The
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activity, zone and place information introduced by the user for the test dataset
will be used as ground truth in the validation stage.

Table 1 shows the 6 paths that we have considered in order to validate
our system. Paths consist of 4 or 5 steps of activities that start in a tuple
activity-zone-place or key point and evolve to the next one.

Table 1 Paths in Shopping Mall.

App waypoint
Path Device Distance Step Activity Zone Place

00 S6 /S6E 300 m

1 Eating Restaurants CoffeeShop
2 Walking Restaurants No Place
3 Walking Shops No Place
4 Shop window Shops ToyShop

01 S6 410 m

1 Eating Restaurants CoffeeShop
2 Walking Restaurants No Place
3 Walking Shops No Place
4 Walking Hypermarket No Place
5 Buying Hypermarket No Place

02 Tab2
250 m

1 Eating Restaurants CoffeeShop
2 Walking Restaurants No Place
3 Walking Outdoor No Place
4 Shop window Outdoor Restaurant
5 Buying Outdoor Restaurant

03 Tab 2 / S6 300 m

1 Shop window Restaurants CoffeeShop
2 Walking Restaurants No Place
3 Walking Shops No Place
4 Shop window Shops ToyShop

04 Tab 2 / S6E 410 m

1 Shop window Restaurants CoffeeShop
2 Walking Restaurants No Place
3 Walking Shops No Place
4 Walking Hypermarket No Place
5 Buying Hypermarket No Place

05 S6 / S6 E 250 m

1 Shop window Restaurants CoffeeShop
2 Walking Restaurants No Place
3 Walking Outdoor No Place
4 Shop window Outdoor Restaurant
5 Buying Outdoor Restaurant

S6: Samsung Galaxy S6
S6 E: Samsung Galaxy S6 Edge
Tab 2: Samsung Galaxy Tab 2

The different paths were executed several times and on several dates to
validate the results. As a result, we collected data from 17 paths for training (17
static places) and 35 paths for testing (almost 6 times per path in movement).
The table also shows the approximated traveled distance at each test’s path,
which ranges from 250m to 410m.

As an illustrative example, Path 00 corresponds to about 300 m of trav-
elled distance in about 31 minutes. It includes the next activities:

1. Eating (having the breakfast) at Place CoffeeShop in Restaurants zone
during 20 minutes.

2. Walking along Restaurants zone during 2 minutes.
3. Walking along Shops zone during 5 minutes.
4. Looking at Shop window of ToyShop Place at Shops zone during 4 minutes.
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As you can see, the difference between activities 2 and 3 was the zone, key
information that we obtained from the localization system.

The summary of high-level activities that we have added to the basic ac-
tivities recognized by Google’s API are:

– Eating: we suppose that person is eating when he/she is localized at a
restaurants’ zone during a higher time than a threshold.

– Walking: accelerometers and localization are key features to determine that
person is walking.

– Shop window: this activity means that a person is standing at the front of
a shop but lower time than a threshold.

– Buying: localization is a key feature to determine that person is buying
inside a shop or hypermarket.

6.2 Analysis of the experimentation conducted with the cloud-based
implementation

Due to the fact that the services shown in Fig. 3 are deployed in a cloud
infrastructure, it is necessary to select the computing resources to be pro-
visioned according to the BAI4SOW applications’ requirements. Let us now
briefly analyze the execution times and costs of this approach.

In order to conduct this evaluation, we have used the data reported in [24]
of a user who has freely walked in the environment described previously (a
medium-size indoor scenario of around 2.500 m2). During the walk, the user’s
mobile has measured 300 RSS values in different positions. Also, a location
request has been sent for each of these values to determine her/his location.
Previously, 100 reference surfaces with an accuracy of 1 cm were computed to
be used by the location method in order to increase significantly the number
of cells to be processed for the same surface (25 million cells in the scenario of
2,500m2). Besides, all the detected APs (a total of 105) and, as consequence,
the 105 surfaces have been used to perform the localization. Two different tra-
jectories were used to test the localization system, obtaining mean localization
errors around 1,5 meters.

As it was previously detailed, it took 44.4 hours to execute the sequential
version of the algorithms to compute all the surfaces during the training stage,
and 325 seconds to determine the current location of a customer using a server
with 8 Intel i7-4790K CPUs at 4.00GHz, a local SSD disk and 32GB of RAM.
Note that the experiment had no additional costs apart from the requirement
of owning the required hardware and a correct configuration/administration
of the operating system and the software. Now, different deployments of the
architecture depicted in Section 3.2 are going to be configured and analyzed us-
ing the Amazon Elastic Compute Cloud infrastructure (Amazon EC2), which
offers a comprehensive and complete elastic Web-Scale computing catalog of
computing resources for different purposes.

The experimentation is composed of two phases. First, the time and costs
to create the surfaces are measured in Phase1. After that, the time and cost
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to serve the location requests and complete the experiment for each of the
proposed deployments is measured in Phase2. The time per request can be
calculated by dividing Time Phase2 by 300.

Table 2 shows the execution times and costs of the different configuration
deployments using the Amazon EC2 infrastructure. R5 instances have been
chosen as the best option because they are optimized for memory-intensive
applications and they can offer good performance for this type of processing
problems. Also, R5 instances offer a better relation between memory per CPU
and cost with respect to R4 instances. The on-demand hiring mechanism has
been used for the experiments, and the number of cores, memory, and costs
of the instances used are specified in Table 2 as well for the North Virginia
(USA) region.

Table 2 Evaluation of execution time and costs for a cloud-based deployment of the algo-
rithms.

EC2 instance vCPU Memory (GiB) Cost/hour (USD) Time Phase1 (min) Time Phase2 (min) Total time (h) Total cost (USD)
Sequential 8 32 - 1085.2 1579.1 44.4 -

Concurrent deployment
r5.xlarge 4 32 0.252 161.3 783.6 15.7 4.03
r5.2xlarge 8 64 0.504 126.4 398.9 8.8 4.54
r5.4xlarge 16 128 1.008 102.3 202.2 5.1 6.05
r5.8xlarge 32 256 2.016 83.4 103.1 3.1 8.06
r5.16xlarge 64 512 4.032 66.72 53.4 2.0 12.01

Distributed deployment
3x r5.16xlarge 192 1536 12.096 24.9 22.1 0.8 12.01
6x r5.16xlarge 384 3072 24.192 13.2 11.5 0.4 24.19

First, four R5 instances were used to conduct the concurrent execution of
the algorithms. We started with a r5.xlarge instance (4 vCPUs and 32 GiB of
memory) and twice the configuration up to a r5.16xlarge instance (64 vCPUs
and 512 GiB of memory). As it can be seen in Table 2, the execution time
in these instances presents a linear speedup according to the configuration of
the machines (vCPUs and memory). The best execution time is then obtained
by the r5.16xlarge instance, which took 120.11 minutes to complete the ex-
perimentation. This means that the execution time is improved more than an
order of magnitude with respect to the time of the sequential version (44.4
hours).

The cost of experiments (column Total costs) considers the costs of com-
puting resources and of storing the data into the Amazon S3 service. This is
calculated by multiplying the cost per hour of the selected instances (column
Cost/hour) by the total hours of execution time (column Total time). The
cost of storing the data is the same for all the configurations, as the size of
the used data is around 66 GB and the storage price is 0.023 USD/GB for the
first 50TB/month. Therefore, the cost of the execution is proportional to the
configuration of the instances in terms of the number of cores and memory.

Finally, we also conducted the experimentation using two different dis-
tributed environments. These environments are composed of a pool of three
and six r5.16xlarge instances, respectively. The worker nodes have been dis-
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tributed between the vCPUs of the different instances, getting a maximum
of 191/382 workers running simultaneously on the provisioned instances. The
master is deployed on the remaining core.

Table 2 also depicts the results obtained for each configuration in the dis-
tributed environments. As shown, the execution time of the experiment con-
tinues following a linear speedup according to the configuration of the environ-
ment. The overhead due to the parallelization is minimum and the experiment
can be completed in less than 25 minutes with a pool of six instances. How-
ever, as the cost of each instance is per hour, the cost of using six instances
is twice the cost of using three (24.19 USD vs 12.01 USD, respectively), as
with both configurations the experiment can be carried out in less than an
hour. Therefore, the relationship between the need to complete the execution
in less than 25 minutes versus the additional cost it requires must be carefully
evaluated.

Independent of the results shown in the table, the main conclusion of this
experiment is that the master-worker architecture can be easily deployed in a
cloud environment by applying different configurations (we are selected some
of these configurations on the basis of our experience, but other different could
be also considered) and that it is a good option to accelerate the location algo-
rithms proposed in the paper. The architecture allows the process of location
to be decomposed as much as possible and takes the advantage of the scalable
nature of the cloud in order to optimise that process.

6.3 User Behavioral Analysis

This section describes how we have applied process mining techniques to the
activity and localization data obtained and described in the previous sections.
The purpose of this analysis is twofold. First, to validate the recorded behavior
using conformance checking techniques by comparing it against the ground
truth data. Second, to inspect the customers’ behavior by applying process
mining algorithms to the recorded event log, and to extract insights useful to
the mall managers.

The first step has been to build the process model (depicted in Fig. 7)
describing the six paths of the ground truth in Table 1. With this model and
the recorded event log, we have executed conformance checking techniques to
analyze the deviations between the captured traces and the expected behavior.

We have found that 79.66% of the recorded traces have shown no devi-
ations w.r.t. the ground truth model, proving that they have been recorded
correctly by the localization system and smartphone application. On the other
hand, the remaining 20.34% presented some deviations in the analysis. Two
different cases have been detected regarding these traces. On the one hand,
the deviations present in 11.86% of the traces have been detected as missing
events from the ground truth paths, i.e., the recorded data corresponds to
partial paths of the ground truth. In these cases, the most probable reason is
a stop in the WiFi signal, either in the mall receptors or in the users’ devices,
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Fig. 7 Process model depicting the behavior of the ground truth.

causing them to not record all events in the path. The remaining 8.48% of
the traces have shown a deviation regarding the localization system. In these
cases, a full path in the ground truth was recorded, but some of the events
had been mislocalized. For instance, one of the traces corresponded with path
05, but recording the event ‘Buying Outdoor Burger’ as ‘Buying Restaurants
Burger’, probably due to the proximity of the locations.

After analyzing the recorded behavior w.r.t. the ground truth, we have
discovered the process model depicting the users’ recorded behavior to extract
insights about their behavior, and to show the potential of applying process
mining techniques to this scenario. Fig. 8 shows the process model obtained
with ProDiGen [45]. We observe that the behavior of users doesn’t have a clear
structure. Few conclusions can be extracted from an unstructured process as
the one shown in Fig. 8. Nevertheless, this result is not surprising, as the users’
behavior in a broad area such as a mall is expected to be unstructured.

To cope with this shortcoming, a more specific process mining analysis
can be run, focusing on the parts of the process that the users are executing
more frequently. We have used WoMine [11] to extract the frequent activ-
ity patterns – subprocesses – modeling the behavior commonly executed by
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Fig. 8 Process model discovered by ProDiGen [45] depicting the behavior of the customers
in the mall.

the users. Fig. 9 shows two of the more relevant frequent activity patterns ex-
tracted by WoMine. Fig. 9a highlights a behavioral pattern with a frequency of
42%. This behavior has been conducted by the 42% of the recorded customers,
who have started in the shopwindow of the coffee shop, walking through the
restaurants’ area, and later through the shops’ area without buying anything.
This pattern can hint at a need in the Coffee Shop to make changes in or-
der to engage more customers who are doing window shopping (i.e, they stop
briefly to look at the shop window but leave to other areas without coming in
the shop). Fig. 9b depicts another behavioral pattern being executed by 37%
of the customers. This pattern shows that 1 out of 3 customers pass walking
through the restaurants and shops areas, leaving the mall after staring at the

(a) Frequent pattern modeling the be-
havior performed by a 42% of the cus-
tomers.

(b) Frequent pattern modeling the be-
havior performed by a 37% of the cus-
tomers.

Fig. 9 Frequent patterns (highlighted structures) extracted by WoMine using the event log
recording the activities of the customers in the mall.
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shop window of the toy shop. This pattern hints that it might also be interest-
ing to work on the ads at the more frequented areas, Restaurants, and Shops,
to deal with those customers who leave the mall without consuming anything.

In summary, the process mining analysis allows to discover the process
model depicting the behavior of the customers, and to inspect in more detail
their behavior through the frequent activity patterns. The behavior modeled
by the two reported patterns – which were conducted by almost half of the
customers – was useful to detect possible redesigns in the marketing campaign
of some stores to increase the attention of the customers. Furthermore, to
improve the knowledge and insights obtained from the analysis, automatic
linguistic reports can be extracted from this discovered behavior, as we will
describe in the next section.

6.4 Automatic linguistic reporting evaluation and results

We applied NLG techniques to automatically generate human-friendly linguis-
tic reports associated with the previous process mining analysis. It is worth
noting that both process mining (see Section 4) and report generation (see
Section 5) were connected with the help of tools provided by the InVerbis
Analytics service [25].

More precisely, we considered a sequential NLG pipeline for linguistic re-
porting, as depicted in Fig. 5 in Section 5. We show in Fig. 10 the report
generated for the test bed under consideration.

Fig. 10 Linguistic report in natural language generated using [25] for the real case consid-
ered.

As indicated in Section 5, this report pays special attention to the most
frequent pattern (see Fig. 9a) extracted from the graph depicted in Fig. 8. The
duration analysis in the report also refers to activities (and transition between
activities) that deserve special consideration.

For the first time in the application of NLG to process mining and analytics
(at least to the best of our knowledge), we have conducted a human expert
validation of the natural language reports in a real scenario. We carried out
an online survey that follows the best practices in NLG evaluation, with the
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aim of evaluating the quality of the generated linguistic report (see a sketch
of the questionnaire in Fig. 11).

Fig. 11 Sketch of the questionnaire for assessing quality of linguistic reporting.

The questionnaire is inspired by the so-called Gricean conversational max-
ims which were first presented in [23]: (G1) Maxim of Quantity [“Make your
contribution as informative as required for the current purposes of the ex-
change. Do not make your contribution more informative than is required”];
(G2) Maxim of Quality [“Do not say what you believe to be false. Do not
say that for which you lack adequate evidence”]; (G3) Maxim of Relation “Be
relevant”]; (G4) Maxim of Manner [“Avoid the obscurity of expressions, avoid
ambiguity, be brief (avoid unnecessary prolixity), be orderly”].

These conversational maxims were studied by Dale and Reiter in the con-
text of NLG systems [13]. Moreover, they were also considered in previous
publications (e.g., [12]) for evaluating the quality of NLG systems. It is worth
noting that, in the context of NLG, human evaluation is considered as the
most suitable evaluation method [27], since it is able to capture adequacy,
correctness, and fluidity of the texts, among other relevant features.

Following the usual methodology in this field, we set up a questionnaire
which is made up of six questions with the aim of covering properly all Gricean
maxims. With the aim of minimizing the bias effect due to question order, the
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six questions were presented with shuffled order to each assessor. In addition,
the answer to each question is given on a 7-point Likert scale [30]. This is a
discrete scale where the assessor is expected to select the level of agreement
with the given statement or question (e.g., from strongly disagree to strongly
agree).

The target audience was made up of people who may be somehow famil-
iar with the problem under consideration, i.e., intelligent data analysis and
linguistic description of estimated customer activity patterns in open malls.
Accordingly, we sent the questionnaire to attendants of the 21st International
Workshop of Physical Agents (WAF) where our preliminary work [33] was
presented.

We collected 41 answers to each question. Table 3 summarizes the com-
puted scores. The first column identifies the correspondence between the ques-
tions given in the second column and the Gricean maxims. There is one ques-
tion related to each of the three first maxims and three additional questions
to cover the fourth maxim. We included three questions related to the last
Gricean maxim for the sake of completeness, and looking for evaluating ex-
haustively the use of the “everyday natural language” in the NLG templates
used for linguistic realization. Thus, we asked about the order of the given
pieces of information, about the correct use of vocabulary, and about the
general linguistic quality of the report. Results are encouraging, being 6 the
median of answers for all questions. In addition, mean values are always above
5 and standard deviation (Std.) is below 1.5 in all cases. Even more relevant is
the fact that the assessors globally indicate a very high degree of satisfaction
with the generated report, since the general linguistic quality of the report
(see Fig. 12) achieves a value of 6.17 in mean (with 0.76 std.), as remarked in
bold in the last row in Table 3. This is the best indicator of the high quality
of the texts generated automatically from the process data.

Table 3 Evaluation of linguistic reporting quality (7-point Likert scale).

Gricean
Maxim Question Median Mean Std.

Quantity Regarding the length of the report:
is it adequate with respect to content? 6 5.51 1.15

Quality Regarding the truthfulness of the report:
are results supported by adequate evidence? 6 5.47 1.45

Relation Regarding the relevance of the report:
is the content relevant to the problem (estimating

customer activity patterns in the mall)? 6 5.66 1.42

Manner Regarding the structure of the report:
is content properly ordered to facilitate comprehension? 6 5.49 1.13

Regarding the clarity of the report:
is the language correctly used? 6 6.10 0.91

Regarding the general linguistic quality of the report:
how good are grammar, syntax, orthography, and punctuation? 6 6.17 0.76
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Fig. 12 Distribution of answers to the question about the general linguistic quality of the
report.

7 Conclusions and Future work

We have presented a method to estimate the activity patterns associated with
customers in open malls. Such patterns are based on localization data which
are provided by a specific smartphone application for logging information from
sensors and process mining techniques to identify what kind of usual activities
are made by customers. We use the localization key information joined with
data mining, parallelization, and monitoring techniques.

Our system has been tested in a challenging real scenario such as an open
mall (mixed classical mall and isolated shops in the street) where location is
obtained by mean of GPS and a WiFi localization system that is helped by a
parallel computing method to speed up the whole process. From these localiza-
tion data, we apply state of the art process mining techniques to first generate
a process model (social workflow) describing the behavior made by customers
in the mall. We have also analyzed the most common activity patterns per-
formed by customers. The hints provided by these process mining techniques
may help managers to take specific actions considering the customers’ behavior
and the activities they perform while in the mall.

We have also integrated an automatic linguistic reporting module, which
automatically describes in natural language the most relevant characteristics
of the process, providing complementary information to the one conveyed by
the visualization of the process model. Following the best practices for human
evaluation of natural language generation systems, 41 experts validated this
approach, with a global score of 6.17 on average (0.76 of standard deviation)
in a 7-point Likert scale. As far as we know, this is the first time that this
type of evaluation is conducted in the field of NLG applied to process mining
and analytics reporting in a real case. These results empirically validated the
adequacy of automatic natural language textual reporting as a useful tool to
facilitate understanding of the usual graphical outputs given by process mining
visualization tools. We strongly believe that automatic linguistic reporting and
process mining visualization tools can act as complementary tools to provide
managers with valuable and meaningful insights no matter their technical or
mathematical background.
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This work has set a base in the analysis of customer behavior in open malls.
Nevertheless, the analyses performed in this publication only take into account
the control-flow information of the process, i.e. the sequence of activities that
each user carries out. More interesting insights can be extracted if the analyses
are performed taking into account other data related to the users such as age,
gender, language, shopping interests, etc. Regarding process mining, many
techniques have been proposed to perform analysis taking into account this
type of personal data, known as multi-perspective process mining [28, 31].
However, personal data must be carefully considered to avoiding bias as well
as respecting privacy and ethical issues [17, 18]. As future work, we plan to
extend the mobile app to record properly this kind of information, and perform
more precise analyses taking into account more attributes about the customers,
while complying with legal and ethical issues.
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