Learning Analytics for the Prediction of the
Educational Objectives Achievement

Manuel Ferndndez-Delgado, Manuel Mucientes, Borja Vazquez-Barreiros and Manuel Lama
Center for Research in Information Technologies (CiTIUS)
University of Santiago de Compostela (Spain)
Emails: {manuel.fernadez.delgado, manuel.mucientes, manuel.lama} @usc.es

Abstract—Prediction of students’ performance is one of the
most explored issues in educational data mining. To predict if
students will achieve the outcomes of the subject based on the
previous results enables teachers to adapt the learning design
of the subject to the teaching-learning process. However, this
adaptation is even more relevant if we could predict the fulfillment
of the educational objectives of a subject, since teachers should
focus the adaptation on the learning resources and activities
related to those educational objectives. In this paper, we present
an experiment where a support vector machine is applied as a
classifier that predicts if the different educational objectives of a
subject are achieved or not. The inputs of the problem are the
marks obtained by the students in the questionnaires related to
the learning activities that students must undertake during the
course. The results are very good, since the classifiers predict
the achievement of the educational objectives with precision over
80%.

I. INTRODUCTION

One of the most challenging issues in the design of
a subject consist in developing the learning activities and
contents that would be appropriate to achieve the set of educa-
tional objectives related to that subject [1]. Adaptive learning
strategies [2] try to minimize the impact of non appropriate
learning designs by assigning complementary learning activi-
ties [3], [4] and/or adaptive contents [5] to each student based
on different criteria such as the student’s performance. This
adaptation is typically implemented through adaptive rules
that select the learning resources depending on the values of
certain student properties such as the time needed to complete
previous learning activities, the marks obtained in exercises or
questionnaires, and so forth. However, this adaption would be
even more effective if we could predict if students will achieve
the educational objectives of the subject [6]. This kind of
prediction would allow teachers to introduce learning activities
before the students undertake the planned learning activities,
improving the learning design of the course.

In this context, we consider that learning activities under-
taken by learners are related to one or several educational
objectives and that an educational objective is achieved through
one or several learning activities. Also, if a particular learning
activity is successfully completed by a student, the educational
objectives attached to that activity might be achieved or
not, depending on whether these educational objectives are
associated with other learning activities. Thus, the information
about the level in which the educational objectives are achieved
through the enforcement of the learning activities would allow
teachers to introduce new learning activities and/or contents
with the aim of improving the learning-teaching process.
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Prediction of the students’ performance is one of the
first challenges faced in educational data mining [7]. This
performance can be understood in very different ways such
as the number of errors made by students in exams, final
grades, students’ marks in a subject, and so forth. Examples of
approaches to predict students’ marks —which is the purpose
of this paper— includes neural networks [8], [9], Bayesian
networks [10], [11], rule-based techniques [12], [13], linear
regression [14], and so forth. For the purpose of this paper, the
main drawback of these approaches it that they do not focus
on predicting the fulfillment of the educational objectives of
a course, as they assume that each educational objective is
related to an only learning activity, and vice versa.

In this paper, we present a set of classifiers that are
able to predict the degree of fulfillment of each educational
objective in the course —one classifier for each objective—.
The classifiers were learned with a Support Vector Machine
(SVM) [15], using as inputs the marks of the assignments
for each learning activity, and providing as output informa-
tion about the achievement of the educational objectives by
each learner. In these classifiers the degree of fulfillment of
the educational objectives is binary, i.e., the objective was
accomplished or not. To validate the performance of this
technique we have conducted an experiment with 56 students.
The results of the classification are good, with a high precision
for all the educational objectives. The worst results are for
the most unbalanced problems, where most of the students
achieve (or not) the objective. Also, the educational objectives
that are more difficult to predict are those associated with
questionnaires which require more creativity.

This paper is structured as follows: in Section II the edu-
cational scenario in which the prediction technique has been
applied is described; in Section III the results of applying the
prediction technique in that educational scenario are discussed;
and, finally, in Section IV we summarize the contributions of
the paper.

II. DESCRIPTION OF THE EXPERIMENT

The experiment described in this section was implemented
for Automata Theory and Formal Languages (ATFL), a core
subject of the Computer Science Engineering (CSE) Degree of
the University of Santiago de Compostela (USC). We obtained
data from 56 students that attended the subject during the
first semester of the 2011-2012 academic course. The students
have to attend 25 hours of theoretical lectures structured in
seven parts (Fig. 1) and 25 hours of practical lectures with
12 assignments and their corresponding educational objectives.
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Figure 1. Blocks diagram of the subject ATFL.

The relationship between the lectures (L0O-L6), assignments
(A1-A12) and educational objectives (O1-O8) is the following:

e Introduction (LO). This part has no assignments or
educational objectives.

e  Finite Automata (L1).

o  Design of finite state automata (A1); design of
finite automata (O1).

o  Real applications of finite state automata (A2);
design of finite automata (O1).

e Regular Languages (L2).
o  Minimization of finite state automata, regular
expressions (A3); connection between finite
automata and regular expressions (02).
o  Pumping lemma for regular languages (A4,
03).

e  Context-Free Grammars (L3).

o  Design of context-free grammars (A5, O5).

o  Design of context-free grammars and Chom-
sky normal form (A6); design of context-free
grammars (O5).

e  Pushdown Automata (L4).

o  Design of pushdown automata that accept by
final state (A7); design of pushdown automata
(04).

o  Design of pushdown automata that accept by
empty stack (AS8); design of pushdown au-
tomata (O4).

o Pumping lemma for context-free languages
(A9, 06).

e  Turing Machines (L5).
o Design of standard Turing machines (A10,
07).
o  Design of complex standard Turing machines
(A11); design of standard Turing machines
(O7).

e  Decidability and Complexity (L6).

o Design of context-sensitive and unrestricted
grammars (A12, O8).

The assessment of the subject is the sum of the theoret-
ical and practical parts. The practical part is evaluated with
the completion of 12 questionnaires (T1-T12), each of them
associated with the respective assignment (A1-A12). These
questionnaires are multiple choice tests. On the other hand,
the theoretical part is evaluated with a final questionnaire
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with 8 topics (Q1-Q8) associated with each of the educational
objectives (O1-08). Each topic has several questions that must
be answered like a true-false test.

Our starting hypothesis was that the marks of the as-
signments (T1-T12) are able to predict the fulfillment of
the educational objectives. Therefore, the objective of the
experiment was to build a model of the educational objectives
using machine learning techniques. Given a set of marks for
the assignments, the model automatically provides the degree
of fulfillment of each educational objective. With this model
the teacher can identify the lacks of the students on the
educational objectives before the final exam. Therefore, it gives
the chance to the teacher to fill the gaps of the students through
reinforcement activities.

As the subject has eight educational objectives, we have
eight machine learning problems, and each one will obtain
a model for the corresponding educational objective. Any
supervised machine learning algorithm needs two datasets: i)
the training dataset (D), which contains the examples used
to learn the model; ii) the test dataset (D,,), which has the
examples used to validate the learned model. For both datasets
an example is defined as: (T} ... T, Q%), where T} € [0, 10]
is the mark of the i-th student in the k-th questionnaire, and
Q; is the mark of the ¢-th student in the j-th topic of the final
questionnaire. As was stated before, the degree of fulfillment of
each educational objective is represented by the mark obtained
in the corresponding topic of the final questionnaire.

14

12

10

mT10

#students

NR 0 1 2 3 4 5 6 7 8 9 10

Figure 2. Histograms of the marks for the assigments T10-T12. The value
NR indicates that the student did not complete the assigment.

III. RESULTS

Fig. 2 shows the histogram of the marks for 3 of the 12 as-
signments. On the other hand, Fig. 3 presents the histogram of
the degree of fulfillment of each educational objective, which
is represented by the marks obtained in the final questionnaire.
The degree of fulfillment of the educational objectives is
binary, i.e., the objective was accomplished (Q; = 1) or not

Q= 0).

Given that the classes are highly unbalanced, we followed
a resampling strategy called SMOTE (Synthetic Minority
Oversampling TEchnique) [16], generating an artificial data
set from the original patterns in which all the classes have the
same population. Specifically, if n; is the number of patterns of
class i and N = max;{n;}, we generated N artificial patterns
X, - .-, X;y for each class 4, being x7; defined by:

#istudents

Marks

Figure 3. Histogram of the marks for the educational objectives (Q1-Q8).

x?j =x; +&5(x] —x3) (1)
where x; is an original pattern of class ¢ (selected randomly),
x; is the nearest neighbor of x; (selected among the original
patterns of class 4), and ¢; is a random number in (0, 1).
For each of the educational objectives, the resulting artificial
dataset is the training dataset (Dy,) of the corresponding
machine learning problem.

The classifiers were learned with a Support Vector Machine
(SVM). In particular, we used the R! (v. 2.15.3) implementa-
tion of the SVM provided by the function ksvm in the package
kernlab? (v. 0.9-18) [15]. The SVM uses a Gaussian kernel,
tuning the kernel spread o with values {2'}8_ . and the
regularization parameter C' with values {2}4 .. The selected
values of C' and o were those which achieved the best average
accuracy over the four trials of a 4-fold cross validation on the
artificial dataset. Finally, the SVM was trained on the whole
artificial dataset (D;,,) with the best values of C' and o, and
tested on the original dataset (D).

Table L PRECISION (FP;) AND RECALL (R;) FOR THE EIGHT
EDUCATIONAL OBJECTIVES.
Class 0 Class 1

Educational objectives Py Ry P Ry
Ql 100.0  66.7 | 96.2  100.0
Q2 100.0 727 | 938 100.0
Q3 100.0 100.0 | 100.0 100.0
Q4 9477 75.0 | 838 969
Q5 87.0 769 | 81.8  90.0
Q6 100.0 81.8 | 89.5 100.0
Q7 929 867 | 952 976
Q8 929 100.0 | 100.0 82.4

Table I shows the results of the experiments for each of
the educational objectives. The performance of the classifiers
was measured with two well known metrics: precision (P) and
recall (R). Precision is defined as:

TP

P=—"_ 2
TP+ FP @

http://www.r-project.org
Zhttp://cran.r-project.org/web/packages/kernlab
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where TP is the number of true positives —the number
examples of the class that were correctly classified—, and F'P
is the number of false positives —the number of examples of
other classes that were incorrectly classified in that class. The
higher the precision, the higher the probability that an example
classified in the class was correctly identified. On the other
hand, recall is defined as:

TP

=" 3
R TP+ FN 3)
where F'N is the number of false negatives —the number of
examples of the class that were incorrectly classified. Thus,
recall measures the ability of the classifier to detect examples
from that class.

The results of the classification are good, with a high
precision for all the educational objectives. The worst result
is for objective Ol (questionnaire QI1), as it is the most
unbalanced problem and, therefore, although the precision for
class 1 is really high, the few misclassified examples have a
great impact in the recall of class 0 examples (Ry = 66.7).
Also, the educational objectives related with the design of
automata (specially O1 and O4) are more difficult to predict,
as the associated questionnaires cannot be solved following a
number of predefined steps. For Q2 the problem is again very
unbalanced but, also, the corresponding educational objective
—connection between finite automata and regular expressions
(02)— is particularly difficult to predict because the only test
directly related with it is T3 —minimization of finite state
automata, regular expressions.

IV. CONCLUSIONS

We have presented an approach for predicting the degree
of fulfillment of the educational objectives of a subject through
Support Vector Machines. Our proposal uses as inputs the
marks of the assignments of each learning activity and provides
as outputs whether the educational objective was fulfilled or
not. We have conducted an experiment with 56 students in the
subject of Automata Theory and Formal Languages. Results
show a great predictive ability of the classifiers, with very high
precisions (always over 80%) and good recalls, although some
of the problems are highly unbalanced and/or very difficult to
predict.

As future work, we plan to extend our proposal to predict
not only the fulfillment of the educational objectives, but
also the degree in which the educational objective was met.
Thus, the classifiers will indicate if the objective was fully
accomplished, if it was not met, or a partial fulfillment of the
educational objective. This is a multi-class problem, and will
be tackled with a one vs. one approach: each classifier is able
to distinguish between a pair of classes.
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