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Abstract. Detecting health-related misinformation is a research chal-
lenge that has recently received increasing attention. Helping people to
find credible and accurate health information on the Web remains an
open research issue as has been highlighted during the COVID-19 pan-
demic. However, in such scenarios, it is often critical to detect misin-
formation quickly [34], which implies working with little data, at least
at the beginning of the spread of such information. In this work, we
present a comparison between different automatic approaches of iden-
tifying misinformation, and we compare how they behave for different
tasks and with limited training data. We experiment with traditional
algorithms, such as SVMs or KNNs, as well as newer BERT-based mod-
els [5]. Our experiments utilise the CLEF 2018 Consumer Health Search
task dataset [16] to perform experiments on detecting untrustworthy con-
tents and information that is difficult to read. Our results suggest that
traditional models are still a strong baseline for these challenging tasks.
In the absence of substantive training data, classical approaches tend to
outperform BERT-based models.

Keywords: Health-related content · Misinformation · Language · Neu-
ral approaches.

1 Introduction

The everyday use of the Web and social media has resulted in increased infor-
mation accessibility [28]. The quality of information acquired via these channels
is not assured, however, and infodemics with unreliable [1], inaccurate [6], or
poor quality [29] information have become more common. Previous research has
evidenced that providing poor quality search results in this context, leads people
to make incorrect decisions [27]. People are influenced by search engine results
and interacting with incorrect information results in poor choices being made.
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Since search engines are widely used as a mean to find health advice online
[8], misinformation provided via these services can be especially damaging, and
there is a need to develop retrieval methods that can find trustworthy, and
understandable search results. The quest for such high quality retrieval results
was the primary goal of evaluation campaigns such as the CLEF Consumer
Health Search task [16]. The urgent need for effective quality filtering devices
has only been underlined during the 2020 pandemic, when large quantities of
information about COVID-19 and its treatments was of questionable or poor
quality [15,26]. Moreover, the early detection of health-related misinformation
is critical to avoid potential personal injury [34]. This leads us to a scenario in
which prediction must be based on low training data.

The evidence suggests that language is a good indicator to discern trustwor-
thy from untrustworthy information [22]. Information of varying quality tends to
differ in writing style and in the use of certain words [25]. For example, the use
of technical terms or certain formalisms is associated with documents of higher
quality and, in many cases, more trustful. Moreover, several machine learning
technologies have been used to exploit linguistic properties of text [2,33].

In this work, we evaluate the performance of traditional classification ap-
proaches, such as SVMs or KNNs, and newer BERT-based models for detecting
health-related misinformation. To that end, we employed the CLEF 2018 Con-
sumer Health Search task dataset. This task focuses on providing high-quality
health-related search results to non-expert users. Different experiments were
performed using target variables such as trustworthiness, readability, and the
combination of both. Following Hahnel et al. [12], we consider that for a doc-
ument to be useful it should not only be trustful but also understandable by
non-expert users.

The main objective of our research is to provide a thorough comparison
between recent deep Natural Language Processing (NLP) models and traditional
algorithms for the identification of poor quality online contents (untrustworthy
and difficult to read web pages). We pay special attention to the behaviour
of the models under realistic conditions (low training data). To that end, our
study includes a report on the influence of the amount of training data in the
effectiveness and the training time of the different models.

2 Related work

Several studies have analyzed how the credibility of online content is assessed
[7,24,36]. Some interesting conclusions are that subjective ratings depend on
the user’s background, like years of education or reading skills [12]. Ginsca and
colleagues [10] presented a thorough survey on existing credibility models from
different information seeking perspectives.

Other researches focused on determining how the search engine result page
(SERP) listings are used to determine credibility through user studies [18] or
on the association between different features and reliability. For example, Grif-



fiths et al. [11] showed that algorithms like PageRank were unable to determine
reliability on their own.

More specifically, some teams focused on assessing the credibility of health-
related content on the web. For example, Matthews et al. [23] analysed a corpus
about alternative cancer treatments and found that almost 90% contained false
claims. Liao and Fu [19] studied the influence of age differences in credibility
judgments and argued that older adults care less about the content of the site.
Other teams focused on how to present medical information on a search engine
result page to improve credibility judgments [31].

Sondhi and his colleagues presented an automatic approach, based on tradi-
tional learning algorithms, for medical reliability prediction at a document-level
[33]. Other studies [37] proposed features, such as those based on sentiment or
polarity signals, to better detect misinformation.

Recent advances have shown that new neural approaches can be effective tools
for detecting health-related misinformation [4,9,14,32]. Most of these methods
employ not only content-based features but other signals (e.g. network-based
features).

In this work, we present an innovative comparison between traditional learn-
ing methods, such as SVMs or KNNs, and neural approaches for identifying
health misinformation. We also test how the models behave with low train-
ing data, and our study is constrained to work with models that are fed with
content-based features.

3 Dataset

To perform this comparison, we selected the CLEF 2018 Consumer Health Search
task dataset [16], which focuses on the effectiveness of health-related information
provided by search engines. The search task aims at helping non-expert users
who are looking for health-advice. The dataset contains webpages obtained from
CommonCrawl3. The creators of the dataset defined an initial list of potentially
interesting sites and then, they submitted queries against a search engine to
retrieve the final URLs. The initial list was manually extended by adding sites
known to be either trustful or untrustful.

The assessments were provided by human assessors from Amazon Mechan-
ical Turk. The turkers labelled the documents with respect to three different
query-dependent dimensions: relevance, trustworthiness, and readability. In our
experiments we consider only the latter two.

Both dimensions of interest were judged on an eleven point scale, from 0 to
10. In our case, we wanted to approach the problem as a two-class classification
challenge and, thus, we converted the original scores into binary variables. To
that end, we removed the middle values (from 4 to 6) and mapped the extreme
values to trustful/untrustful and readable/non-readable respectively. Table 1 re-
ports the main statistics of the resulting datasets. We also tested classifiers for

3 http://commoncrawl.org/



Trustworthiness Readability Useful (T&R)
# Positive 10,405 3,102 1,567
% Positive 73% 20% 12%
# Negative 3,820 12,455 11,488
% Negative 27% 80% 88%

Table 1. Label distribution in the CLEF eHealth dataset.

the task of distinguishing between useful documents for non-expert end users
(i.e., trustworthy and readable) and non-useful documents (the remaining docu-
ments). With this goal in mind, we labelled useful documents as those that are
both trustworthy and readable (third column in the table).

4 Experimental Design

The experiments were conceived such that the aim was to uncover misinfor-
mative documents, as measured by the dimensions considered: trustworthiness,
readability, and the combination of both. To that end, we compared the perfor-
mance of traditional models against BERT models.

We employed a 5-fold stratified cross-validation strategy in all the experi-
ments. To address the imbalance in data labels, we also applied a cost-factor
strategy [13,21] in those learning methods whose implementation supports it4.
We decided to set this cost-factor to the proportion between the classes for each
experiment.

All experiments were conducted using the same docker container environ-
ment, an image with Ubuntu 18.04 and Python 3.7.3 version. The host machine
also had 32GB of RAM, 240GB of storage, an Intel(R) Core(TM) i7-9750H CPU
@ 1.60GHz, and a Nvidia Tesla V100S 32GB GPU, which was beneficial for the
BERT experiments.

4.1 Traditional models

We employed two variants for these experiments. The first consisted of a model
where each word in a document was considered as a different feature, weighted
by its normalized frequency. The second was equivalent, but stopwords were
removed. The vocabulary was pruned to only consider terms present in at least
10% of the training corpus in both variants. We also applied a standardisation
of the features (to get 0 mean and 1 standard deviation).

– SVM. Following [33], a classic reference for health information reliability
detection, we used a support vector machine implemented as part of the
SVMlight toolkit [17]5.

4 We employed https://scikit-learn.org/stable/ (version 0.24.1)
5 Using default parameter setting (kernel linear and C = [avg. x ∗ x]-1). We employed
the SVMlight Python wrapper with this configuration.



– Random Forest (RF). We used Random Forest scikit-learn default im-
plementation (100 trees were used and the Gini index was the criterion to
measure the quality of a split).

– Naive Bayes (NB). We used Naive Bayes scikit-learn default implemen-
tation, utilising the Multinomial Bayes variant, which is particularly recom-
mended for imbalanced data problems.

– KNN. We used scikit-learn default implementation of the KNN classifier
(k = 5 neighbours).

For the models whose implementation supports cost weighting (SVM and
RF) we also ran experiments with cost-weighting variants6.

4.2 BERT-based models

For neural approaches, we considered BERT-based models [5]. These are pre-
trained neural networks based on transformers architecture, and lead to state-
of-the-art solutions for many NLP tasks.

More specifically, we used DistilBERT base model (uncased version) [30]
and DistilRoBERTa base model from HuggingFace Transformers library [35].
The first has 6 layers, 768 hidden, 12 heads, and 66M parameters, while the
second has the same number of layers, hidden and heads, but 82M parameters.
These are light models obtained from larger ones, such as BERT base [5] or
RoBERTa base [20]. The distilled models reduce the number of layers by a factor
of 2, and the number of parameters by 40% while retaining 97% of the original
performance [30].

These models were fine-tuned for our task in each fold. For the training
process, 4 epochs and a 10% validation split were used, with a learning rate of
2-5, a training batch size of 32, and a validation batch size of 64 instances.

We note that BERT models have an input limit of 512 tokens. This was
a challenge since the majority of the documents were larger. We trained the
models with the first 512 tokens of each training document. At testing time, two
different approaches were evaluated: i) making the prediction using only the first
512 tokens of the test document, or ii) segmenting each test document into 512-
token chunks, passing the classifier on each chunk, and returning a final score
that is the prediction score averaged over all chunks (aggregation strategy). Both
strategies are reported and compared in Section 5.

5 Experimental Results

A set of experiments was performed for each target classification problem. We
report the results for each of the different dimensions and models, providing the
F1-score (harmonic mean between precision and recall) for each class and the
macro average F1 (unweighted mean of F1-score per class).



Cost
factor F1 macro F1 trustful F1

untrustful
SVM (stopword removal) 1 0.57 0.84 0.3
SVM 1 0.57 0.83 0.31
SVM n-grams (stopword removal) 1 0.57 0.84 0.29
SVM n-grams 1 0.57 0.84 0.3
RF (stopword removal) 1 0.57 0.84 0.3
RF 1 0.57 0.84 0.29
Naive Bayes (stopword removal) 1 0.59 0.76 0.41
Naive Bayes 1 0.59 0.78 0.39
KNN (stopword removal) 1 0.6 0.8 0.39
KNN 1 0.59 0.82 0.36
DistilBERT 1 0.61 0.82 0.39
DistilRoBERTa 1 0.59 0.82 0.36
DistilBERT (aggregation) 1 0.58 0.83 0.33
DistilRoBERTa (aggregation) 1 0.61 0.84 0.38

SVM (stopword removal) 2.72 0.56 0.7 0.42
SVM 2.72 0.57 0.71 0.42
SVM n-grams (stopword removal) 2.72 0.57 0.71 0.43
SVM n-grams 2.72 0.57 0.71 0.43
RF (stopword removal) 2.72 0.57 0.84 0.29
RF 2.72 0.56 0.84 0.27
DistilBERT 2.72 0.6 0.74 0.45
DistilRoBERTa 2.72 0.59 0.72 0.46
DistilBERT (aggregation) 2.72 0.57 0.69 0.45
DistilRoBERTa (aggregation) 2.72 0.58 0.7 0.46

Table 2. Trustworthiness results obtained when setting or not the cost-factor to the
proportion between classes.

5.1 Trustworthiness

The first dimension considered was trustworthiness. For this task, there is no
substantial difference between the models (see Table 2). KNN and NB seem
to be slightly superior to the other classic models and comparable to the best
BERT-based variants.

With cost-weighting settings, the models tend to improve the detection of
the minority class (untrustful), but the relative merits of the models remain
essentially the same. Only RF shows here a distinctive behaviour, as its cost-
weight variant decreases performance in terms of F1 untrustful.

Stopword removal had no substantial effect and the use of n-grams (bigrams
and trigrams) did not bring any improvement (that is why it is only reported
for SVMs). On the other hand, the aggregation strategy for BERT models did
not yield any substantial advantage over a prediction that is solely based on the
leading chunk. Making predictions with a single chunk of the test document is
computationally convenient, and our experiments suggest that this approach is
comparable to a more thorough prediction based on the entire test document.

Overall, these results suggest that BERT models are unable to improve over
simpler (and computationally less expensive) approaches. This could be related

6 Scikit-learn does not support cost-weighting for NB and KNN.



Cost
factor F1 macro F1

readable
F1 non-
readable

SVM (stopword removal) 1 0.5 0.13 0.86
SVM 1 0.49 0.12 0.86
SVM n-grams (stopword removal) 1 0.49 0.11 0.86
SVM n-grams 1 0.49 0.12 0.86
RF (stopword removal) 1 0.51 0.16 0.86
RF 1 0.51 0.16 0.86
Naive Bayes (stopword removal) 1 0.59 0.33 0.84
Naive Bayes 1 0.59 0.33 0.84
KNN (stopword removal) 1 0.52 0.21 0.82
KNN 1 0.52 0.2 0.83
DistilBERT 1 0.5 0.19 0.81
DistilRoBERTa 1 0.49 0.16 0.81
DistilBERT (aggregation) 1 0.51 0.2 0.82
DistilRoBERTa (aggregation) 1 0.49 0.15 0.82

SVM (stopword removal) 4.02 0.51 0.3 0.72
SVM 4.02 0.5 0.31 0.68
SVM n-grams (stopword removal) 4.02 0.52 0.32 0.72
SVM n-grams 4.02 0.52 0.33 0.71
RF (stopword removal) 4.02 0.52 0.17 0.86
RF 4.02 0.53 0.18 0.87
DistilBERT 4.02 0.47 0.27 0.67
DistilRoBERTa 4.02 0.5 0.3 0.69
DistilBERT (aggregation) 4.02 0.49 0.28 0.7
DistilRoBERTa (aggregation) 4.02 0.48 0.27 0.69

Table 3. Readability results obtained when setting or not the cost-factor to the pro-
portion between classes.

to the lack of large amounts of training data. In Section 5.4, we further analyze
the models under varying training sizes.

5.2 Readability

In the readability experiments the objective was to detect the documents labelled
as non-readable from the collection. The results in the readability experiments
(see Table 3) show that the traditional algorithms perform better than BERT
models. In particular, Naive Bayes achieves the best performance overall. When
we set the cost-factor = 4.02 (notice that in this case the majority class was
the non-readable), conclusions remain the same. Again, removing stopwords had
no substatial effect on performance and the BERT-based models do not benefit
from the aggregation approach.

These results suggest that determining readability can be effectively ad-
dressed with standard word-based technology. Even a simple bag-of-words model
using a traditional learning method (like Naive Bayes or KNN) forms a solid clas-
sifier, comparable to the best neural models. One could argue that readability
classification is essentially about distinguishing between the usage of simpler vs
complex language. Our experiments show that such a goal can be competently
tackled by classic NB technology.



Cost
factor F1 macro F1 useful

docs

F1
non-useful

docs
SVM (stopword removal) 1 0.51 0.1 0.92
SVM 1 0.5 0.07 0.93
SVM n-grams (stopword removal) 1 0.51 0.09 0.93
SVM n-grams 1 0.5 0.07 0.93
RF (stopword removal) 1 0.5 0.07 0.92
RF 1 0.5 0.06 0.93
Naive Bayes (stopword removal) 1 0.59 0.3 0.88
Naive Bayes 1 0.6 0.32 0.88
KNN (stopword removal) 1 0.54 0.16 0.92
KNN 1 0.53 0.15 0.91
DistilBERT 1 0.56 0.2 0.91
DistilRoBERTa 1 0.53 0.12 0.93
DistilBERT (aggregation) 1 0.56 0.2 0.91
DistilRoBERTa (aggregation) 1 0.54 0.16 0.91

SVM (stopword removal) 7.33 0.57 0.3 0.84
SVM 7.33 0.54 0.29 0.79
SVM n-grams (stopword removal) 7.33 0.58 0.31 0.84
SVM n-grams 7.33 0.55 0.3 0.8
RF (stopword removal) 7.33 0.51 0.1 0.92
RF 7.33 0.51 0.09 0.92
DistilBERT 7.33 0.57 0.29 0.84
DistilRoBERTa 7.33 0.5 0.27 0.73
DistilBERT (aggregation) 7.33 0.55 0.29 0.81
DistilRoBERTa (aggregation) 7.33 0.49 0.26 0.72

Table 4. Usefulness results obtained when setting or not the cost-factor to the pro-
portion between classes.

5.3 Usefulness (trustworthiness & readability)

We also performed experiments combining readability and trustworthiness. To
that end, we considered as useful documents the ones labelled as both trustful
and readable. This seems reasonable since non-expert users look for trustworthy
and understandable health-advice on the Web [12]. The remaining documents
are regarded as non-useful documents (highly technical or untrustful).

The results (see Table 4) suggest that, as was the case in the trustworthiness
experiments, there is no substantial difference between traditional and BERT
models. Only a slight improvement of Naive Bayes over the rest was found.
Again, applying a cost-sensitive learning strategy, improves the minority class
detection, but RF does not benefit from this technique.

5.4 Influence of the training set size

In order to evaluate the influence of the training set size on effectiveness and
efficiency, we report here two experiments: one for trustworthiness and another
one for readability.

We selected Naive Bayes, KNN, and DistilBERT base (keeping stop-
words and without any cost-factor), which were the best performing models in
the experiments reported above. A 5-fold cross-validation strategy was applied



Fig. 1. Variation of the F1 macro precision with percent training data used in trust-
worthiness and readability tasks.

Fig. 2. Variation of the training time (ms) with percent training data used in trust-
worthiness and readability tasks. Y axis in log scale.

again, but in this case models were only trained using a percentage of the train-
ing fold (always ensuring a stratified sample). We considered 1%, 5%, 10%, 30%,
50%, 70%, and 100% of the available data.

In Figure 1, we depict how the F1 macro-precision of each model evolves
with varying training data sizes. For trustworthiness (graph on the left), Naive
Bayes clearly outperforms DistilBERT and KNN when training data is scarce.
However, as we inject more training data, the performance of NB flattens, while
the other models tend to benefit from the availability of more training examples.
With the full training set, the three models perform roughly the same but the
graph suggests that KNN and DistilBERT would keep improving and eventually
beat the NB classifier.

For readability (graph on the right), Naive Bayes is the best performer over all
training sizes. However, all models perform well even with few training examples.
This supports the claim that few examples suffice to build a readability classifier.
Observe that the performance of the three models tends to flatten (or even gets
worse) with more than 20% of the training examples.



In Figure 2, we report the training times required by each model against
the percentage of the training data. In both tasks, the training time taken by
DistilBERT is much longer than that taken by the other models (we had to use
a logarithmic scale for the representation). KNN is faster than Naive Bayes since
it is a lazy approach (in training time it only stores the examples and learns no
model).

Finally, we also computed the prediction time (time needed to classify a test
instance). On average, Naive Bayes took 4.9 µs to predict, KNN 300 µs, and Dis-
tilBERT 0.002 µs. These results make sense since KNN has higher computational
load in prediction time (needs to search for the neighbours). The DistilBERT
model shows a surprisingly low average time, which could be due to the fact that
the underlying library is very optimized and takes advantage of the host GPU,
while traditional models are only set to be executed in CPU.

6 Conclusions and Future Work

In this work, we presented a comparison between traditional learning methods,
such as SVMs or KNNs, and neural approaches such as BERT models, for auto-
matically identifying health-related misinformation online. We also tested how
they behave with varying sizes of training data. The main lesson extracted from
the study is that, for these tasks and dataset, the added complexity of a neural
model does not seem to be worthwhile. Sophisticated neural models were out-
performed here by traditional models and the advantage of these classic methods
is even more apparent with small training sets.

The results are modest overall and there is still room for improvement, as
the tasks are difficult and more research effort is required. The main conclu-
sion is that a traditional model such as NB is consistent (with very different
sizes of training data), is computationally efficient and should not be discarded
considering that in many environments we have little training data.

This study opens up new lines of research related to how to detect health-
related misinformation on the Web. A natural next step could be testing other
strategies to deal with BERT input limit, such as generating summaries of the
test documents and, subsequently predicting based on the summaries or, alter-
natively, using neural models that have no input limit, such as LongFormer [3].

Finally, we could also consider extending these experiments with BERT mod-
els already fine tuned for a document classification task.
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