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Abstract—Industry is moving towards many-core processors, which are expected to consist of tens or even hundreds of cores. One of these future processors is the 48-core experimental processor Single-Chip Cloud Computer (SCC). The SCC was created by Intel Labs as a platform for many-core research. The characteristics of this system turn it into a big challenge for researchers in order to extract performance from such complex architecture.

In this work we study and explore the behavior of an irregular application such as the Sparse Matrix-Vector multiplication (SpMV) on the SCC processor. An evaluation in terms of performance and power efficiency is provided. Our experiments give some key insights that can serve as guidelines for the understanding and optimization of the SpMV kernel on this architecture. Furthermore, a comparison of the SCC processor with several leading multicore processors and GPUs is performed.

Keywords—many-core; sparse matrix; performance; power efficiency;

I. INTRODUCTION

Nowadays modern processors contain a reduced number of cores, typically from 2 to 12. The general trend in the industry is to include a higher number of cores on the same chip, the so-called many-core processors. These future processors are expected to include tens or even hundreds of cores. In this paper we consider one of those experimental many-core processors, the Single-Chip Cloud Computer (SCC). The SCC is a 48-core experimental processor created by Intel Labs as a platform for many-core software research.

The objective of this work is to study and explore the behavior of irregular applications on the SCC processor. As representative example we have selected the Sparse Matrix-Vector product (SpMV), which is one of the most important computational kernels in scientific and engineering applications. It is notorious for sustaining low fractions of peak performance (typically, about 10%) on modern processors. Among the factors that have an impact on its performance, two of them are of the utmost importance: the memory bandwidth limitation and the low locality caused by the irregular and indirect memory accesses. An additional drawback is that the sparse matrix patterns that characterize such irregular accesses are only known at run-time.

The SCC processor consists of 48 cores connected through a mesh network, four memory controllers given access to the main memory and several power management functions. These characteristics turn the SCC processor into an ideal candidate to give researchers key insights about the behavior and performance of the SpMV on the future commercial many-core processors. In this work we present an in-depth analysis of the effects on the SpMV performance of several issues. This is the case of the influence of mapping the units of execution to different cores. We have also analyzed the relation between performance and working set size, and the effect of the irregular accesses. Furthermore, since the SCC processor allows to change the cores, mesh network and memory clock frequency, an evaluation in terms of performance and power efficiency of different configurations has been provided. Finally, an architectural comparison with several leading multicore processors and GPUs was performed.

This paper is structured as follows: Section II introduces a description of the SCC processor. Section III presents the main characteristics of the SpMV kernel together with the sparse matrices testbed. The results of the experimental evaluation on the SCC processor are analyzed and discussed in Section IV. Section V discusses relevant previous work. The paper finishes with the main conclusions extracted from this work.

II. THE SINGLE-CHIP CLOUD COMPUTER (SCC)

The Single-Chip Cloud Computer (SCC) is a 48-core experimental processor created by Intel Labs as a platform for many-core software research. The SCC consists of 48 independent x86 cores arranged in 24 tiles. Figure 1 provides an overview of the SCC processor together with a scheme of a single tile.

A tile consists of two P54c Pentium cores with an increased L1 instruction and data cache sizes of 16 KB each [1]. It also holds separate 256 KB L2 caches for each core. Caches are 4-way set associative with a pseudo-LRU replacement policy. L2 cache is write-back only. The SCC offers no coherency among cores caches to the program. This coherency must be implemented through software methods, by flushing caches for instance. Furthermore each
tile also contains a 16KB (8 KB per core) Message Passing Buffer (MPB). It is intended to support a message-passing programming model on the chip. The MPB is implemented as shared memory that can be accessed efficiently by all 48 cores on the SCC. Furthermore, each tile has its own frequency domain in such a way that the clock frequency can be set separately for every of the 24 tiles. Clock frequencies from 100 to 800 MHz can be used.

The mesh network is a simple 2D grid that connects all tiles [2]. Each tile contains a router with four ports, which connects its tile with other units on the SCC in four different directions. The routing scheme is a simple (x,y) scheme, that is, data is routed first horizontally and then vertically through the network. The network has its own clock and power source and can be initialized to operate on either 800 MHz or 1.6 GHz. However dynamic changes during runtime are currently not supported by the chip.

The overall system admits a maximum of 64GB of main memory accessible through 4 DDR3 memory controllers evenly distributed around the mesh. Our setup uses 32 GB. Each core is attributed a private domain in this main memory whose size depends on the total memory available (640 MB in the system used here). The memory controllers are attached to the routers of four tiles at the edges of the chip at the coordinates (0,0), (2,0), (0,5) and (2,5) (see MC boxes in Figure 1(a)). Six tiles (12 cores) share one of the four memory controllers to access their private memory. In addition, a part of the main memory is shared between all cores. The memory controllers operate on their own clock and power source, and can be clocked at 800 or 1066 MHz. But, like the mesh, the clock frequency of the memory controllers must be chosen during the initialization of the chip.

Intel provides RCCE (pronounced “rocky”) [3], a simple message passing library which supports basic message passing functions that are specifically designed to use the special architecture characteristics of the SCC (e.g. the message passing buffer). RCCE has two basic communication primitives: point-to-point communications and collective operations. It also provides access to other entities like the voltage controller or it allows the allocation of shared memory. When using RCCE, the cores are not directly accessed by their identification (as shown in Figure 1(a)). Instead, for each execution of a RCCE application, the cores to be used and their order can be configured differently [4]. Each one of the participant cores is mapped to an unit of execution (UE). Within the applications, these UEs are addressed by their ranks, in a similar way to addressing MPI processes.

III. Sparse Matrix-Vector Multiplication (SpMV)

In this work the sparse matrix-vector product (SpMV) operation is considered. This kernel is notorious for sustaining low fractions of peak processor performance due to its indirect and irregular memory access patterns. Let us consider the operation \( y = A \times x \), where \( x \) and \( y \) are dense vectors, and \( A \) is a \( n \times m \) sparse matrix. The most common data structure used to store a sparse matrix for SpMV computations is the Compressed-Sparse-Row format (CSR). According to this format the nonzero elements (\( nnz \)) of a sparse matrix with \( n \) rows are stored contiguously in memory in row-major order. The \( \text{ind} \) array stores the column indices of each element in the original matrix, and the \( \text{p} \times \text{e} \) array of size \( n+1 \) stores a pointer to the beginning of each row. \( \text{da} \) stores the \( nnz \) data values of the sparse matrix.

Figure 2 shows, in addition to an example of the CSR format for a \( 5 \times 5 \) sparse matrix, a basic implementation of
Table I
Matrix benchmark suite.

<table>
<thead>
<tr>
<th>Matrix</th>
<th># rows (n)</th>
<th># nonzeros (nnz)</th>
<th>nnz/n</th>
<th>ws (MBytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSOPF_FS_b300_c2</td>
<td>56814</td>
<td>876466</td>
<td>154.3</td>
<td>101.4</td>
</tr>
<tr>
<td>F2</td>
<td>71505</td>
<td>592485</td>
<td>74.0</td>
<td>62.0</td>
</tr>
<tr>
<td>ship001</td>
<td>34920</td>
<td>4644230</td>
<td>133.0</td>
<td>53.8</td>
</tr>
<tr>
<td>thread</td>
<td>29736</td>
<td>4470048</td>
<td>150.3</td>
<td>51.7</td>
</tr>
<tr>
<td>gupta2</td>
<td>62064</td>
<td>4248286</td>
<td>68.5</td>
<td>49.8</td>
</tr>
<tr>
<td>nd3k</td>
<td>9000</td>
<td>3279690</td>
<td>364.4</td>
<td>37.7</td>
</tr>
<tr>
<td>ame3DC</td>
<td>42930</td>
<td>3148656</td>
<td>73.3</td>
<td>36.9</td>
</tr>
<tr>
<td>pct20stif</td>
<td>52329</td>
<td>2698463</td>
<td>51.6</td>
<td>31.9</td>
</tr>
<tr>
<td>tsyl201</td>
<td>20685</td>
<td>2454957</td>
<td>118.7</td>
<td>28.5</td>
</tr>
<tr>
<td>exdata_1</td>
<td>6001</td>
<td>2269501</td>
<td>378.2</td>
<td>26.1</td>
</tr>
<tr>
<td>mixtank_new</td>
<td>29957</td>
<td>1995041</td>
<td>66.6</td>
<td>23.4</td>
</tr>
<tr>
<td>crystk03</td>
<td>24696</td>
<td>1751178</td>
<td>70.9</td>
<td>20.5</td>
</tr>
<tr>
<td>av41092</td>
<td>41092</td>
<td>1683902</td>
<td>70.9</td>
<td>20.1</td>
</tr>
<tr>
<td>sparsine</td>
<td>50000</td>
<td>1548988</td>
<td>31.0</td>
<td>18.7</td>
</tr>
<tr>
<td>nc5</td>
<td>19652</td>
<td>1499816</td>
<td>76.3</td>
<td>17.5</td>
</tr>
<tr>
<td>synl2000a</td>
<td>12000</td>
<td>1436806</td>
<td>119.7</td>
<td>16.7</td>
</tr>
<tr>
<td>li</td>
<td>22695</td>
<td>1350309</td>
<td>59.5</td>
<td>15.9</td>
</tr>
<tr>
<td>mec10848</td>
<td>10848</td>
<td>1229778</td>
<td>113.4</td>
<td>14.3</td>
</tr>
<tr>
<td>gyro_k</td>
<td>17361</td>
<td>1021159</td>
<td>58.8</td>
<td>12.0</td>
</tr>
<tr>
<td>ame3Da</td>
<td>12504</td>
<td>874887</td>
<td>70.0</td>
<td>10.3</td>
</tr>
<tr>
<td>fp</td>
<td>7548</td>
<td>848553</td>
<td>112.4</td>
<td>9.9</td>
</tr>
<tr>
<td>e40r0100</td>
<td>17281</td>
<td>552562</td>
<td>32.0</td>
<td>6.7</td>
</tr>
<tr>
<td>psmigr_1</td>
<td>3140</td>
<td>543162</td>
<td>173.0</td>
<td>6.3</td>
</tr>
<tr>
<td>rajat15</td>
<td>37261</td>
<td>443573</td>
<td>11.9</td>
<td>5.8</td>
</tr>
<tr>
<td>ncvxqbsq1</td>
<td>50000</td>
<td>349968</td>
<td>7.0</td>
<td>5.0</td>
</tr>
<tr>
<td>nmoa1</td>
<td>18588</td>
<td>386594</td>
<td>20.8</td>
<td>4.8</td>
</tr>
<tr>
<td>net25</td>
<td>9520</td>
<td>401200</td>
<td>42.1</td>
<td>4.8</td>
</tr>
<tr>
<td>garon2</td>
<td>13535</td>
<td>390607</td>
<td>28.9</td>
<td>4.7</td>
</tr>
<tr>
<td>bccstm36</td>
<td>23052</td>
<td>320606</td>
<td>13.9</td>
<td>4.1</td>
</tr>
<tr>
<td>Na5</td>
<td>5832</td>
<td>305630</td>
<td>52.4</td>
<td>3.6</td>
</tr>
<tr>
<td>tandem_vtx</td>
<td>18454</td>
<td>253350</td>
<td>13.7</td>
<td>3.3</td>
</tr>
<tr>
<td>lhr15</td>
<td>10672</td>
<td>232633</td>
<td>21.8</td>
<td>2.9</td>
</tr>
</tbody>
</table>

As matrix test set 32 square sparse matrices from different real problems that represent a variety of nonzero patterns were selected. These matrices are from the University of Florida Sparse Matrix Collection (UFL) [5]. Table I summarizes the features of the matrices: number of rows/columns (n), nonzeros (nnz), nonzeros per row/colum (nnz/n) and size of the working set (ws). Considering 32-bit integer indexing and double precision arithmetic, the working set in bytes can be calculated as: 4 × ((n + 1) + nnz) + 8 × (nnz + 2 × n).

IV. EXPERIMENTAL EVALUATION

The SCC platform is based on Ubuntu Linux with a 2.6.32-24 kernel. Codes in this work were written in C and compiled with the Intel’s 8.1 Linux C compiler (icc). RCCE library was used to parallelize the sparse matrix-vector multiplication code of Figure 2. In particular, the results of this section were obtained by using RCCE 1.0.13 and the compiler optimization flag -O2. The partitioning scheme splits the matrix row-wise in such a way that the same amount of nonzeros would be assigned to each unit of execution.

For all the experiments (with the exception of those in Sections IV-D and IV-E), cores, routers and memory are clocked at the default speeds of 533 MHz, 800 MHz and 800 MHz respectively. Note that since the SCC cores do not provide a constant clock that is independent of their operational frequency, RCCE_wtime() was used as time measurement function, which returns the RCCE wall time and ensures correct time measurements even for different clock frequencies. In order to measure the performance, we have used the floating operations per second (FLOPS/s), which was calculated by dividing the total number of floating point operations (2 × nnz) by the execution time.

As mentioned, the SpMV kernel is notorious for sustaining low fractions of peak processor performance. Among the factors that have an impact on its performance, two are of the utmost importance: the memory bandwidth limitation and the low locality caused by the irregular and indirect memory accesses. Therefore, it is important to evaluate the influence of the SCC memory hierarchy on the SpMV performance.
Figure 3. Comparison of the performance obtained when mapping one unit of execution to cores with different distance to their memory module.

Figure 4. Different mappings of the units of execution to cores: (a) standard and (b) considering the distance (hops) to the memory module from the core.

Different topics related to this will be analyzed and discussed next in Sections IV-A, IV-B and IV-C. The SCC processor allows to change the cores, mesh and memory clock frequency (see Section II). The impact on the SpMV performance of different processor configurations have been studied in Section IV-D. A power efficiency analysis was also provided. Finally, in Section IV-E, an architectural comparison is shown, in which different multicore processors and GPUs were considered.

A. Mapping Units of Execution to Cores

Next we will evaluate the influence of mapping the units of execution to different cores of the SCC processor. Several topics related to the SCC architecture must be taken into consideration. First, as indicated in Section II, six tiles (12 cores) share one of the four memory controllers to access their private memory. In particular, the cores are, by default, partitioned into quadrants. For example, the lower left quadrant contains cores 0-5 and 12-17 (see Figure 1(a)), and the main memory are accessed through the memory controller MC0. And secondly, the memory latency (and bandwidth) of a core depends on the distance to the memory controller [2], [6].

The formula to determine the time required by a core since sending a memory request and receiving the respective data is:

\[ 40C_{\text{core}} + 4 \times n \times 2C_{\text{mesh}} + 46C_{\text{mem}} \]  \hspace{1cm} (1)

where \( C_{\text{core}}, C_{\text{mesh}} \) and \( C_{\text{mem}} \) are the clock cycles of the core, the mesh network and the memory respectively, and \( n \) denotes the number of mesh network hops required to reach the memory controller. According to this, the only property that need to be taken into account to measure the memory latency is the number of mesh network hops. For this reason, we will consider the memory performance of cores with 0, 1, 2 and 3 hops to the memory controller, which covers all the possible distances in the default configuration.

Next, we will evaluate the SpMV performance when using a single core accessing the memory. Cores with a different distance (number of hops) to their memory module were analyzed. Results in Figure 3 show the average performance obtained for all the matrices of our testbed. As expected, a better performance is observed when the distance to the memory is the lowest, that is, when the number of hops is 0. According to the Equation 1, this case corresponds with the smallest memory latency. We must highlight that the differences in the performance are noticeable, especially when a 3 hops core is considered. In this case, a degradation of about 12% was observed. This impact can be even more important for parallel executions if the units of execution are not carefully mapped to the cores.

A study to determine the impact on the parallel SpMV performance of different mapping configurations has been carried out. We have compared two mapping configurations: standard and distance reduction. The standard mapping is the default mapping of units of execution to cores (see
Figure 4(a)). In this case, each RCCE rank is equal to the core identification. For instance, the cores involved in a parallel execution with 4 units of execution would be 0, 1, 2 and 3. This configuration does not take into consideration the distance to the memory. We propose the distance reduction configuration (Figure 4(b)), which maps the units of execution to the available cores with the lowest number of hops to the memory. Considering the previous example, the cores 0, 1, 10 and 11 would perform the SpMV operation when using this configuration.

A comparison of the two mapping configurations is displayed in Figure 5. The graphic shows the average SpMV performance of both mappings for different number of cores. In addition, the speedup values obtained by the distance reduction mapping with respect to the standard configuration are shown. As expected, the distance reduction configuration clearly outperforms the standard one, reaching speedups up to 1.23×. Note that there is no difference in the selected cores by both mappings when using 1 and 2 cores, and therefore, the observed performance is the same.

We conclude that the mapping of units of execution to cores on the SCC has a big impact on the SpMV performance, especially with a high number of cores. The best solution is to select those cores placed near their memory module. For this reason, we have selected the distance reduction mapping configuration in the experiments of the remainder of the paper.

B. Influence of the Working Set Size

Here we will study the influence of the working set of the matrices in the SpMV performance. Figure 6 shows the performance for all the sparse matrices from the testbed relative to their working set size (see Section III for details about its calculation). Results with 8, 24 and 48 cores are displayed.

It is clear from the figure that the performance across the matrix set presents a great diversity. However, we can group the matrices into two categories: matrices whose working set per core fits into the L2 cache of the cores, and those whose working set per core is larger than the L2 cache. In the first case, those matrices will only experience compulsory misses, while in the second case, matrices may also experience capacity ones. When using 8 cores (Figure 6(a)), there are no matrices with a working set per core smaller than the L2 cache. This fact explains the reason why there is not a relation between the working set size and the performance. Nevertheless, when using a higher number of cores, there are many matrices whose working set per core fits into the L2 cache (256 KBytes). Figures 6(b) and 6(c) show the results for executions with 24 and 48 cores respectively. An important boost in the performance of the smallest matrices with respect to the larger ones is observed. For example, considering 24 cores, small matrices reach performance values up to 1 GFLOPS/s, while the bigger ones are always in the range of 450 MFLOPS/s. This behavior is not observed for the small matrices 24 and 25. The cause is the presence of very short row lengths, that is, small $nnz/n$ values. This fact leads to a small trip count in the inner loop of the SpMV kernel, a fact that may degrade the performance due to the increased overhead of the loops [7].

We have performed another experiment to confirm the observations detailed above. The SCC processor allows to
boot the cores disabling the L2 caches. A comparison of
the SpMV performance when the L2 caches of the cores are
disabled with respect to the default case has been carried out.
Results are shown in Figure 7. An important degradation in
the performance was obtained, specially as the number of
cores grows (for example, 30% when using 48 cores). If
the results of Figure 7 with L2 caches disabled are shown
by matrix, no relation between the performance and the
working set size even for a high number of cores would
be found. That is, the behavior would be similar to the
one observed in Figure 6(a). These observations confirm
that the differences in the SpMV performance between the
matrices of the testbed are mainly caused by the capacity
of cache misses.

C. Influence of the Irregular Accesses

One of the most important factors that affect the per-
performance of the SpMV is the low locality caused by the
irregular and indirect memory accesses. In a similar way
to [7], we have performed a test to evaluate the impact of
irregular accesses on vector $x$ (see the SpMV code in Figure
2). With this purpose a modification of the SpMV code to
eliminate cache misses on vector $x$ has been carried out. In
particular, in this version of the code each reference to $x$ will
now access only its first element $x[0]$, which results in a
perfect access pattern on $x$. In this way, we can assume that
any performance variation observed between the original and
the modified version of the code is caused by the effect of the
irregular accesses on the vector $x$. Figure 8 shows the
variations in the performance of both versions of the SpMV
code using different number of cores. The average speedup
obtained is also provided.

We have observed that the irregular accesses have a big
impact on the SpMV performance. Note that a speedup
of over 10% has been found in more than 50% of the
matrices using different number of cores. This behavior
is not observed on other multicore systems [7], where
the authors conclude that the irregular accesses is not the
prevailing performance problem. We find the cause in the
cache hierarchy of the SCC cores with a small L2 cache
of 256 KB. Modern multicore processors have typically
three levels of cache, with L3 of bigger size (see Section
IV-E). It is worth to mention that the most important
speedups using the modified SpMV version were obtained
for those matrices that perform poorly with the original
SpMV code. For example, this is the case of matrices 24
and 25, whose speedups are higher than 2times (see Figure 6
for the results about the performance of the original SpMV
code). Therefore, the influence of the locality in the SpMV
performance on the SCC processor is high, especially for
those matrices with an irregular nonzero pattern.

D. Evaluation of Different SCC Configurations

The SCC processor allows to change the cores, mesh
network and memory clock frequency (see Section II). In
particular, each tile (2 cores) has its own frequency domain
in such a way that the clock frequency can be set separately
for every of the 24 tiles from 100 to 800 MHz. The network
can be initialized to operate on either 800 MHz or 1.6 GHz.
And the memory controllers can be clocked at 800 or 1066
MHz. The default frequency for the cores, mesh and memory
are 533, 800 and 800 MHz respectively. Until now we have
only considered this configuration in our experiments. Now, we will evaluate the impact on the SpMV performance of different configurations of the SCC processor.

We have considered three different configurations, which are defined by the cores, mesh and memory clock frequencies (in MHz):

- conf\(_0\) (default): 533, 800, 800
- conf\(_1\): 800, 1600, 1066
- conf\(_2\): 800, 1600, 800

Note that conf\(_1\) corresponds with the highest available clock frequency values of the SCC processor, so it is expected to provide the best results in terms of performance. A comparison between the three configurations is shown in Figure 9(a). It is also displayed the speedup obtained by the configurations 1 and 2 with respect to the default one. As expected an important improvement in the SpMV performance has been detected when the clock frequency of the cores, mesh and memory increases. It is especially noticeable with conf\(_1\), obtaining a speedup up to 1.45× when using the 48 cores of the SCC. conf\(_2\) obtains speedups slightly higher than 1.2×. The differences in the performance of conf\(_1\) and conf\(_2\) are caused only by the clock frequency of the memory, showing conf\(_1\) a performance improvement in all cases of about 15%.

However, we have to take into consideration another important issue as consequence of using higher clock frequencies: the power consumption. We have measured the average power consumption of the SCC processor for all the considered configurations when the SpMV kernel is running on. An important increase has been observed for conf\(_1\) and conf\(_2\) with respect to the default configuration. For example, the SCC processor increases its power consumption from 83.3 to 107.4 W using all the cores and conf\(_1\).

Concerning the power consumption we can study the power efficiency, which is one of today’s most important considerations in HPC acquisition. Figure 9(b) shows the MFLOPS/s-to-Watt ratio based on the average SpMV performance and the measured power consumption for the three configurations. Note that the results illustrate the efficiency considering the full system, that is, using the 48 cores of the SCC processor. The best power efficiency is obtained by conf\(_1\), demonstrating that the increase in the power consumption (about 30% with respect to conf\(_0\)) is compensated by a noticeable improvement in the performance. Nevertheless, the efficiency of conf\(_0\) and conf\(_2\) is practically the same. This fact points out that the performance improvement when using conf\(_2\) (Figure 9(a)) is similar to the increase in the power consumption in comparison with the default configuration.

E. Architectural Comparison

Next we will compare the behavior of the SpMV in terms of performance and power efficiency on different systems including the SCC many-core processor. The systems evaluated are the following:

- Intel Itanium2 Montvale: This processor comprises two cores running at 1.6 GHz, and three cache levels (including an unified 9 MB L3 cache per core). The peak performance per core is 6.4 GFLOPS/s. Power consumption: 104 W (TDP).
- Intel Xeon X5570: It is a quad-core processor, which includes three cache levels with a shared 8 MB L3 cache. Each core operates at 2.93 GHz, with 11.72 GFLOPS/s as peak performance per core. Power consumption: 95 W (TDP).
- AMD Opteron 6174: This processor consists of 12 cores running at 2.2 GHz. It has three cache levels with a shared 8 MB L3 cache. Each core operates at 2.93 GHz, with 11.72 GFLOPS/s as peak performance per core. Power consumption: 95 W (TDP).
- NVIDIA Tesla C1060: This Graphic Processing Unit (GPU) consists of 240 cores, with a double precision arithmetic peak performance of 78 GFLOPS/s. Power consumption: 187.8 W (TDP).
- NVIDIA Tesla M2050: This GPU was designed using the new Fermi architecture from NVIDIA. It has 448 cores, with a double precision peak performance of

![Figure 10. Comparison of the performance (a) and power efficiency (b) of different architectures with respect to the SCC processor.](image-url)
515.2 GFLOPS/s. Power consumption: 225 W (TDP).

Some issues related to these systems must be clarified. The parallelization of the SpMV code of Figure 2 was performed using OpenMP on the Intel and AMD processors. In addition, the Intel’s 10.0 Linux C compiler was used with the Xeon and Itanium2 systems, while for the Opteron the compiler was Open64. For the GPUs, we have used the SpMV kernel from the NVIDIA library detailed in [9] and CUDA 3.2. All the results in this section were obtained using the compiler optimization flag -O2.

Figure 10(a) shows the average SpMV performance obtained on the systems enumerated above together with the results of the SCC processor using the configurations 0 and 1. These results were calculated using all the available cores on the different systems. Results indicate that SCC only outperforms the dual-core Itanium2 processor. Best results are achieved by the GPUs (especially the one with the Fermi architecture), followed by the Opteron and Xeon processors. We must highlight that the Tesla M2050 obtains a noticeable average performance of 7.9 GFLOPS/s, which means a speedup of 7.6× with respect to the SCC default configuration. This good behavior is caused by the important effort made to improve the double precision arithmetic capabilities of the last generation of NVIDIA GPUs.

Next, we will evaluate the power efficiency of these systems in the same way as above. Figure 10(b) shows the MFLOPS/s-to-Watt ratio based on the average SpMV performance and the power consumption for all the considered systems. The power consumption of the processors has been obtained from the manufacturer’s documentation. For comparison purposes, we transform the ACP (Average CPU Power) value provided by AMD for the Opteron processor into its corresponding TDP (Thermal Design Power) according to [8]. Results show that the SCC processor outperforms the Itanium2, but this difference increases with respect to the one observed in Figure 10(a). Overall, the SCC processor behaves better in terms of power efficiency in comparison with the performance results. It is worth to mention that the efficiencies of the Xeon and Opteron processors are quite similar to the observed for Tesla C1060, even when the GPU shows speedups of 2.4× and 1.7× with respect to the performance on both processors. Tesla M2050 is the most power efficiency system considered in this study, reaching a value of 35 MFLOPS/s per Watt.

V. RELATED WORK

The SCC is an experimental processor, but there are some interesting recent works that deal with it. Melot et al. [10] evaluated the performance of the SCC processor when accessing the off-chip memory. One of the main conclusions of this work is that, unlike the per-core read memory bandwidth, the write memory access performance decreases when several cores write simultaneously to the memory. In addition, they found that the available bandwidth depends on the memory access pattern, and especially, in the case of irregular accesses. Gschwandtner et al. [2] performed an evaluation of the SCC processor using different benchmarks, but they did not consider irregular applications as the SpMV. The authors focus on benchmarking those characteristics of the SCC that previous multi- and many-core processors did not possess. In other work [4], the authors explored the performance of a memory-intensive application on the SCC. They evaluate different mappings of processes to cores as well as different communication scenarios showing significant improvement in terms of performance.

There exist in the literature numerous works that undertake the study and optimization of the SpMV. For example, Williams et al. [11] proposed several optimization techniques for the SpMV that are evaluated on different multicore platforms. Some of the proposed techniques are: software pipelining, prefetching approaches, and register and cache blocking. In another paper [7], the authors studied the performance issues of the SpMV on several multicore platforms. Based on different experiments, they gave some useful optimization guidelines about the most important performance bottlenecks and how these should be addressed effectively. In a more recent work [12], the authors studied the behavior of the SpMV on a SMP-NUMA system. They focused on several issues that affect the SpMV performance: the memory and the processor affinity, as well as the influence of the memory hierarchy.

VI. CONCLUSIONS

The Single-Chip Cloud Computer (SCC) is a 48-core experimental processor created by Intel Labs as a platform for many-core software research. In this work we have studied the behavior of the Sparse Matrix-Vector product (SpMV) on the SCC processor, which is one of the most important computational kernels in scientific and engineering applications.

We have evaluated the effects on the SpMV performance of several issues. First, we have analyzed the influence of mapping the processes to different cores. The memory latency of the SCC processor depends on the distance of the considered core to its corresponding memory controller. Our experiments show degradations about 12% when using a single core. In the case of parallel executions the impact is even more important. According to this, we propose a mapping configuration that maps the units of execution to the available cores with the lowest distance to the memory. Speedups up to 1.23× using this configuration instead of the standard one were obtained.

The influence of the working set size in the SpMV performance was also studied. The experiments demonstrate that matrices whose working size per core fits into the L2 cache boost their performance when using a high number of cores. For example, these matrices reach performance values up to 1 GFLOPS/s using 24 cores, while the bigger
ones are in the range of 450 MFLOPS/s. The effect of the irregular accesses has also been analyzed. With this purpose a modification of the SpMV code to eliminate cache misses on accesses to vector $x$ has been carried out. Our observations point out that the locality has a big impact on the SpMV performance. Note that a speedup of over 10% has been found in more than 50% of the matrices of our testbed when using the "no $x$ misses" version of the SpMV code. This behavior was not observed on older multicore systems [13].

Since the SCC processor allows to change the cores, mesh network and memory clock frequencies, an evaluation in terms of performance and power efficiency of different configurations has been provided. Speedups up to 1.45× were obtained with respect to the SCC default configuration. Lower differences with respect to the power efficiency has been detected.

Finally, an architectural comparison with several leading multicore processors and GPUs was performed. Results indicate that SCC only outperforms a dual-core Itanium2 system when considering performance and power efficiency. Best results overall were obtained by a Tesla M2050.
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