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Support Vector Machine (SVM)

SVM for classification (SVC) : binary classification (2

””””””””””””””””””””””””””””””””””””””””””””””” 1 x=0

1 S X

z(x)e{+1}

Step function
z(x)=sign .

M
; a; ys(i)K[Xs(i)3X]+b

Linear classifier z(x)=sgn(w’x+b) in the hidden space. The

output z(x) and the true outputs y, are -1 for one class and

+1 for the another; x_,,...x_,, are the M<N support vectors
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Support Vector Machine (SVM)

. Trainable parameters: {o.}_," b

 Tunable hyper-parameters: reqularization (A) and hyper-
parameters of the kernel K

* The SVM combines two ingredients:

1)A kernel K to project into a hidden space were linear
separability is increased.

2) Selection of the linear classifier in the hidden space that

minimizes overfitting, maximazing the margin.
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SVM: kernel (I)

 Cover theorem (1965): the probability that N patterns in a n-
dimensional space will be linearly separable is 1 if n>N, and

LNZH: (N—1> If n<N-1 (this function increases with n).
2" i=1 i

* Increasing the dimensionality n of data increases their

probability to be linearly separable

« Kernel function: maps the input

Space R” to R™ with m>n: Lo e

X = ®(X): ® is a vector function Inpul Soce Feature Space
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SVM: kernel (II)

 The linear separability is more probable Iin the R™ space
(hidden or feature space) than in the original space.

« The kernel @ verifies the condition ®(x)'®(y)=K(x,y): ® iIs a
generalized scalar product).

 K(x,y) Is a generalized similarity measure between x and y
In the hidden space.

« The SVM is a linear classifier defined by vector w in the
hidden space created by the kernel mapping ®(x).
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SVM: kernel (Il1)

* We will see that w:Z oy, ®x,;)], with M support vectors
=1
{xs(i)}i=1M
* So:

M
2(x)=sign(w' ® (x)+b) =sign| 3. ey, , ® x| ®(x)+b
=1

M
z(x)=sign| X, a y KX, x]+b
i=1

where K(x_,,X)=®[x_,]"®(x) and y€{*1}

(i)' s(i)

« There are several kernels with different hyper-parameters,

that should be tuned for each problem.
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SVM: kernel (IV): types

« Gaussian or RBF kernel:
—lv—w|’
pXos

The spread o is the tunable hyper-parameter, with recommended

K(v,w)=exp

values {2} .1°. The hidden space has infinite dimension.

« Polynomial kernel: K(v,w)=(v'w+a)’: tunable parameters a,b:
degree b=1,2,3 and offset a with values between -n and +n, being
n the upper bound of viw so that |v'w|<n. Hidden space of finite
(high) dimension.

* No kernel means ®(xX)=x or lineal kernel K(v,w)=v'w: the hidden

space is the input space, the SVM is a linear classifier.
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SVM: kernel (V)

* The Gaussian kernel is normally the best performing,

when the spread o is tuned

« The SVM performance exhibits a peak for the best o

value, and lower values for o values low and high

* The SVM performance with linear kernel is lower than

Gaussian kernel

 With large values of n (high-dimensional data), both
kernels have similar performance, because the mapping

to high-dimensions is no longer required
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Minimizing overfitting (I)

« Statistical learning theory (V. Vapnik). The Vapnik-
Chervonenkis dimension (h) of a binary classifier is
defined as: the maximum number of patterns that it can
learn without making mistakes, independently of the class
label.

 h measures the classifier complexity: the higher h, the larger

overfitting: it must be minimized.

* For a linear classifier in a n-dimensional space: h<n+1.
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Minimizing overfitting (lI)

If the patterns x satisfy |x|<D and p is the margin (minimum

distance between x and the classifier hyperplane):

%,n+1

0

h<min

You must maximize the margin p In order to minimize
overfitting of the linear classifier (hyperplane) in the hidden

space.
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SVM training (I)

The margin p in the hidden space is:

min ‘WT(I)(Xi)-l_b‘
i=1...N w
Requiring |wT<I>(x,.)+b|zl for all the training

10:

High good
margin p hyperplane

patterns x., the margin is p=1/|w|

The training error for ®(x)) is . i .22 Low

.’ margin

g=max[0,1-y(w'®(x.)+b)]

£>0 when ®(x) is missclassified or well .-~

classified but w’®(x)+b<1 (inside bands)

hyperplane
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SVM training (Il)

« A=reqularization parameter. The hyperplane (w,b) must

minimize:
2 N
J<w,b,§>=%+)t2 5
o = w x+b>—1,y.=—1
with the conditions: T
/ w x+b>1,y=+1

E>0,w' x+b>y (1-&),i=1...N
- The Lagrange multipliers {o,f,}_," and function L are used as
optimization method with constrains:
2 N N N

Liw,b,5f, @)= 422 5= 2 aily(w B (x)+b)-1+5]-2 4
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SVM training (1)

Deriving with respect to w and equaling to O:

N
W:Z aiyi(_f)(xi)
i=1

 The vector w is a linear combination of the training patterns.

Not scalable to high N (many patterns).

« Solution: as we will see o, =0 for many i/ (sparse solution).

- Deriving with respect to b, £, o and f, the problem is
transformed into finding & =(a,,...,0,,) that maximizes:

& K
2
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SVM training (1V)

where K=(K)..

A" and K.=K(x[, x,), with the conditions:

\
N

Z xx+b

& y=0,0<a,<A,B.E=0,a

J

 This optimization problem is solved using iterative numeric
procedures.

« The SVM only requires M<N training patterns (support

vectors) x_,,...X.,,, for which 0<c, <i, being o,=0 for the

remaining patterns.

. The vector w in the hidden space is: w=)_ & Y P X))
i=1
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SVM training (VI)

M
* The offset b is: b=yj—z aiys(i)K[X X (i)]
i=1

J2 s

being x; a support vector.

e Substituting w in z(X)=sign(w'®(x)+b) and using that
d(v)'®(w)=K(v,w), we achieve the final expression of the
SVM output:

M
z(x)=sign| D o Yoo KX, X]+b
i=1

« The SVM suffers less the curse of dimensionality (poor
performance with high-dimensional input patterns) than
other classifiers.
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Tunable hyper-parameters

* A (regularization parameter): values 2~..2%°: the results
are not very sensitive to its value. A default value

(when tuning is not possible) would be A=1 or A=100.

 With Gaussian kernel: o (kernel spread): values 2~..219 :
very important in the results: the best value is normally

In the median of the o range. A default value would be
o=1/n.

« The SVM performance is much higher developing a
hyper-parameter tuning.
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Multi-class SVM classification (1)

e One-vs-all (OVA) and one-vs-one (OVO) approaches

 For high C, use one-vs-all (OVA) approach: C binary SVMs,
where the i/-th SVM classifies the patterns between class i

and the remaining classes

« The j-th S5VM trains with all patterns: y=1 for the training

patterns x; of class /, and y,=-1 for patterns of the remaining

classes

« More efficient because uses only C binary SVMs. Lower
performance.
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Multi-class classification (II)

 All the SVMs share the A and o values.

o Oy, Xt J-th coefficient and support vector of i-th binary

SVM
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Multi-class classification (ll1)

e If C>2 is low, use one-vs-one (OVO) approach. You will
need C(C-1)/2 binary SVMs. Less efficient because the
number of binary SVMs raises with C%. Better performance.

 The jj-th binary SVM classifies between patterns of class /i and

J, with i=1..C-1 and j=i+1..C, training only with patterns x, of

classes i and j (y,=1 for x of class i, y=-1 for x of class )

ij-th binary
SVM

N — —»Zz(x)e{=1}
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Multi-class classification (1V)

1,2

1,C

2,3

2,C

Z(x)

£(x)= 99T [ (x),

(C-1),C

e

Support Vector Machines (SVM)

c C
Z(C-l)c(x) vi(‘x):Z Z (Sijéikzjk(x),izl...c
i=1k=1
6,~1 If i=/ and 6ij=0 \WES]
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Complexity
The SVM training is a quadratic optimization with complexity of
O(N?) and memory requirements of O(N?)
Efficient implementations: O(NP) with 1=p=<2.3

SVM is normally slow for > 10.000-50.000 patterns, depending of
the number n of inputs

With very wide patterns (n high), use linear kernel because it is
not necessary to map the data to a high -dimensional space.

z(x)=sign(w' x+b), Z 4y

In this case, linear and Gaussian kernels achieve similar results.
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Implementations

 LibSVM: accessible from C++, Octave/Matlab,
Python, Weka/Java.

 Function SVC In package scikit-learn of
Python.

* Function ksvm in the package kernlab of R.
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LibSVM in Octave/Matlab

* Functions svmtrain() and svmpredict()

Examples of options: -s0-c10-t1-gl1-r1-d3
Classify a binary data with polynomial kernel (u'v+1)~3 and C = 10

options:

-s svm_type : set type of SVM (default @)
8 -- C-SVC
1 -- nu-SVC

2 -- one-class SVM
3 -- epsilon-5VR

4 -- nu-SVR

-t kernel type : set type of kernel function (default 2)
0 -- linear: u'*v
l -- polynomial: (gamma*u’*v + coef@)"~degree
2 -- radial basis function: exp(-gamma*|u-v|"~2)
3 -- sigmoid: tanh(gamma*u'*v + coef®)

-d degree : set degree in kernel function (default 3)

-g gamma : set gamma in kernel function (default 1/num_ features)

-r coef® : set coef@ in kernel function (default @)

-c cost : set the parameter C of C-SVC, epsilon-5VR, and nu-SVR (default 1)

-n nu : set the parameter nu of nu-SVC, one-class SVM, and nu-SVR (default ©.5)
-p epsilon : set the epsilon in loss Tunction of epsilon-5VR (default 0.1)

-m cachesize : set cache memory size in MB (default 100)

-e epsilon : set tolerance of termination criterion (default 0.001)

-h shrinking: whether to use the shrinking heuristics, 0 or 1 (default 1)

-b probability estimates: whether to train a SVC or SVR model for probability estimates, © or 1 (default 0)
-wi weight: set the parameter C of class i to weight*C, for C-5SVC (default 1)

The k in the -g option means the number of attributes in the input data.



svm module in Python scikit-learn

* https://scikit-learn.org/stable/modules/svm.html

As other classifiers, svc, Nusvc and Linearsvc take as input two arrays: an
array X of shape (n_samples, n_features) holding the training samples,
and an array y of class labels (strings or integers), of shape (n_samples):

>>> from sklearn import svm
>>> X = [[0, 0], [1, 1]]
>>> y = [0, 1]

>>> clf = svm.SVC()

>>> clf.fit(X, y)

svc()

After being fitted, the model can then be used to predict new values:

>>> clf.predict([[2., 2.]1])
array([1])

Support Vector Machines (SVM) Eva Cernadas
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Kernlab R package

* https://www.rdocumentation.org/packages/kernlab/versions/0.9-29/topics/ksvm

ksvm From
Percentile

Support Vector Machines

upport Vector Machines are an excellent tool for classification, novelty detection, and regression. ksvm supports the well known C-sve, nu-svc, (classification) one-class-

5
svc (novelty) eps-svr, nu-svr (regression) formulations along with native multi-class classification formulations and the bound-constraint SVM formulations. ksvm also
supports class-probabilities output and confidence intervals for regression.

Keywords

Usage

# 54 method for formula

ksvm(x, data = NULL, ..., subset, na.action = na.omit, scaled = TRUE)

# 54 method for vector

ksvm(x, ...)

# 54 method for matrix

Support Vector Machines (SVM) Eva Cernadas 26


https://www.rdocumentation.org/packages/kernlab/versions/0.9-29/topics/ksvm

Real application: STERapp

* https://citius.usc.es/transferencia/software/sterapp

« STERapp allows the estimation of fish fecundity by an automatic

analysis of histological images of fish gonads.

« Specifically, cells are classified into three different development

stages and also into cells with/without visible nucleus.

* It uses the Gaussian SVM classifier applied on texture and color

features extracted from each cell.

 To calculate fecundity, we need to measure the cells with visible
nucleus and to count the cells in each development stage.
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Real application: STERapp

e Colaborators:

- CITIUS: Centro Singular en Tecnoloxias intelixentes da
USC.

- Universidade de Vigo.
- IIM-CSIC: Instituto de Investigaciones Marinas de Vigo.

- IEO-CSIC: Instituto espanol de oceonografia.

UM Cilijus SC

Instituto de Investigaciones c ntro Singular de Investigac
Marinas de Vigo n Tecnoloxias Intelixen tes

CSIC

UniversidagVigo
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Real application: STERapp

R
N,

orificio urogenital

Support Vector Machines (SVM) | _Ev'a‘ C'érhadas__
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Real application: STERapp

 Three different development stages (colors) and present/absent
nucleus (continuous/dashed line).

set calibration: (" value: | 1,0
Set Parametros: pixels

Min. Diameter: | 150 || Rule

Max. Diameter: | 800 | Rule

Unsupervised cell recagnition Run

Detect smaller cells:

smaller diameter:| 100 |pixels | Run

Supervised post-processing:

Selected cell: sSplit | Merge | | Complete | Supr

Species analysed:
Automatic classification: Run

Manual classification:

Image: fhome/cernadas/inves/segmentation/images/merluza/gl-03-mz-4-13d.ppm Size: 2088x1550

Support Vector Machines (SVM) Eva Cernadas
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Real application: PDApp

* In colaboration with the Faculty of Medicine and Dentistry in the USC.

« PDApp is a new reliable and easy-to-use software tool to estimate
the Third Molar Eruption Potential from the panoramic radiological
Images of adolescents/teenagers patients.

* Its GUI allows to draw the retromolar space, third molar diameter
and angle on the image.

 Use a SVM to predict probability of positive (eruption) and negative
(non-eruption) potential.
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Real application: PDApp

* https://citius.usc.es/transferencia/software/pdapp

File Edit View Analysis Classification Help

Save the overlays (XMLE = S
Export rasults (CSVE: SRl
Type of object to manual draw:
RS ™D ANGLE ® OTHERS
Manualtype: RS TMD | Angle
Visualization of measures:

Retromolar tpace: 52 bt

Third molasr dismeter: 103 pixels
Anghe: 101.22
Calculaon of tooth STate:
Lefrrooth:  Run Unkomwn -
Right tooth: | Run Unkonmwn w
SHOW TABLE

Image: /home/cernadas/proxecios/pdalimages/ 9600 jpg Size: 1868x1024
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Fast Support Vector Classifier (FSVC)

« The SVC is unable to train with several thousands of patterns

 Calculation of {a}, ., and b is of complexity ©(N°) and
requires RAM memory 0(N?)

« The whole training set must be stored in memory during
training

e Testing requires to store all the support vectors

« Tuning of A and RBF kernel spread o requires to repeat
training+test many times

- High n (many inputs): calculation of distance |x -x | for
kernel is slow

« High C (many classes): it requires to train ®(C?) binary SVCs
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FSVC (lI)

« We proposed Fast SVC: Fast Support Vector Classification for
Large-Scale Problems, Z. Akram-Ali-Hammouri, M. Fernandez-
Delgado, E. Cernadas, S. Barro, IEEE Transactions on Pattern
Analysis and Machine Intelligence, 44(10), 2022, DOI:
10.1109/TPAMI.2021.3085969

* Five elements that provide efficiency to SVC training+test:

1)Efficient training: no iterative optimization to calculate
{o.} and b. Instead, direct calculation of b and y(x) without

training set storage

Z kn(X)_Z kn(x)+b

X )=sign k (x)=K(x,,x

y(x)=sign| 2, === 2, Nl (x)=K(x,,x)

K(x,y)=exp —|x—y2| K=K (x,,X,)
, 20’2 nm= 12N nm= 22N
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FSVC (llI)

2)Efficient kernel calculation: prototypes p  of classes
created using on-line kmeans clustering:

1
N

qr

X
N

n

q=c, r=argmin |py—x,| N =N_+1
ql —d,.-- Ly

qu(t"'l): qu(t>+

 The previous equations are re-formulated for prototypes
p, instead of training patterns x :

Y<X):Sign kql(x):K(pql’X>

$hlx)_$kulx),

=1 L [=1 Ll

L,

L
Lk k
b= Lim _ 21m k Im:K(p l’xm)
,mz:l 21 l,,; 21 ! !

—|x—y?|
20
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FSVC (1V)

3)Efficient hyper-parameter tuning:
« Efficient training removes A\ hyper-parameter

 Spread o of RBF kernel estimated minimizing difference
between kernel matrix K and ideal kernel matrix }

K? =K(p,,p,.c): RBF kernel for p, and p_ with spread o

J..=1 when c=c_and/_ =0 otherwise
2 K(O)_J |
Im Im

Im=1 <L1+L2)2

i (A 2 13
Select o, as: aoza(rjggé”{A(a)] >={2 * }2,

* Avoids repetition of training+test

[ ]
o
=h
o)
-3
o)
-
(@)
D
P
S5
o
®
~
=
)
)
-
A

Q
Q
-
o
e
>
S

|l
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FSVC (V)

4)Large input dimensionality n: use of linear instead
of RBF kernel: y(x)=sign(w’x+b), with w and b:

2

W:Z &_i& h= Z pllplm Z p2lp2m

=1 LZ =1 Ll Im=1 2L Im=1 2L

Very efficient: n-dimensional dot product and sum

5)Large number C of classes: use of one-vs-all instead
of one-vs-one

« Computational complexity of FSVC: linear in N (no
training patterns), n (no. inputs) and T (no. test patterns),
quadratic only in C (no. classes)

- Low memory required: tunable depending on the
available memory; less memory - less speed
Support Vector Machines (SVM) Eva Cernadas 37



FSVC (VI)

 Implementation in CodeOcean: DOI:
https://doi.org/10.24433/C0.8733864.v1
 Code also available from this link

« Executed on datasets up to N=31 millions of patterns,
n=30.000 inputs and C=131 classes

* Average performance 6% below SVC on small datasets

« The slowest dataset: 21 millions patterns, 115 inputs, 9
classes. FSVC spent 1h 40m per fold (4-fold cross validation)

« Can be run in low-power computers (small memory)

 Faster and more accurate than Pegasos-SVM, SVM-SIMBA and
Indefinite Core Vector Machine. Faster than evolutionary
training set selection, that is unable to run on most datasets

Support Vector Machines (SVM) Eva Cernadas 38


https://codeocean.com/
https://doi.org/10.24433/CO.8733864.v1
https://persoal.citius.usc.es/manuel.fernandez.delgado/papers/fsvc/fsvc.tar.gz

	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38

