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Linear Discriminant Analysis
● LDA: linear discriminant analysis, 2 classes
● Projects to a one-dimensional space y=wTx that:

1)Maximizes the separation between the projected means 
of both classes: mi=wTmi with i=1,2

2)Minimizes the separation among patterns within a class
● Separation measure within a class: sum of squared 

distance between pattern and class mean

mi=
1
N i
∑
y j=i
x j

si
2=∑

y j=i
( y j−mi)

2=∑
y j=i

(wT x j−w
Tmi)

2 , i=1,2

Pattern
projection Mean

projection
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LDA 2 classes
● Separation measure between classes: (m1-m2)2

● Fisher criterion:
● Substituting mi and si vs. w:
● SB: covariance matrix between classes

● SW: sum of within class 
covariance matrices

J (w)=
(m1−m2)

2

s1
2+s2

2

SB=(m2−m1)(m2−m1)
T

J (w )=
wT SBw
wT SW w

SW=∑
i=1

2

∑
y j=i

(x j−mi)(x j−mi)
T

SB and SW: squared matrices
of size n

Rayleigh
quotient
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LDA 2 classes
● For maximizing J(w), require ∇J(w)=0 , leading to:

● Since SBw=(m2-m1)(m2-m1)Tw, while (m2-m1)Tw, 
wTSBw and wTSWw are scalars we achieve that, 
Sww ∝ (m2-m1) and:

w ∝ SW
-1(m2-m1)

● Classification: z(x)=sign(wTx-b): b is the threshold
● Assuming that  SW

-1 exists:
● Projects to ℝ: y=-1 (resp. +1) for patterns of class 1 

(resp. 2): D=C-1: dimensionality of mapped space

(wT SBw )SW w=(wT SW w )SBw

b=
wT (m1+m2)

2
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LDA multiclass (I)
● With n>C>2 classes, yi=Wxi ℝD, with W of degree Dxn
● Projects to a D-dimensional space, with D=C-1<n.
● The total covariance is: 

where Ni is the number of patterns of class i
● Considering that ST=SB+SW 

ST=∑
i=1

C

(xi−m)(xi−m)T m= 1
N∑i=1

N

xi=
1
N∑i=1

C

N imi

SB=∑
i=1

C

N i(mi−m)(mi−m)T SW=∑
i=1

C

∑
y j=i

(x j−mi)(x j−mi)
T
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LDA multiclass (II)
● In the ℝD space, the matrices         and        are:

 

● Fisher criterion:

● The Dxn matrix W maximizing J(W) contains the D 
principal eigenvectors (i.e. associated to the highest D 
eigenvalues) of SW

-1SB

μ i=
1
N i
∑
y j=i
y iSB

D=∑
i=1

C

N i( y i−μ)( y i−μ)T SW
D=∑

i=1

C

∑
y j=i

( y j−μ i)( y j−μ i)
T

J (W )=Trace(SW
−1SB)

SW
DSB

D

Covariance matrices
In the original n-dim. space
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LDA multiclass (III)
● range(SB)≤C-1, because SB is the sum of C matrices of range 

1 (each one is the outer product of 2 vectors)

● SB has a maximum of  C-1 non-zero eigenvalues

● The projection to a (C-1)-dimensional space does not modify 
J(W)

● The (C-1)-dimensional space generated by the C-1 principal 
eigenvectors keeps much information of the original space. 

● The LDA reduces the dimensionality from n to D=C-1
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LDA in Octave for 
dimensionality reduction

● Projects to a D-dimensional 
space (D=C-1<n)

● With C=2 classes, D must be 1.
● If n<D, LDA can not be applied.
● v=eigenvector matrix; 

l=diagonal matrix with 
eigenvalues

● Descending order of  
eigenvalues to select the most 
important eigenvectors
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LDA classification 
● Test pattern x mapped to ℝD: y=Wx
● Bayes rule applied to y: the predicted class z is the 

one with the mean μz, scaled by its covariance Σz, 
nearest to y in ℝD, weighted by its relative 
population Nz

● Probabilistic nearest mean classifier in ℝD 

z(x)=argmax
k=1..C { N k Pk( y)

∑
l=1

C

N lP l( y) }
Pk ( y)=

1
(2π)D /2|Σk|

1/2 exp {−12 ( y−μ⃗k)Σk
−1( y−μ⃗k)}, y=W x
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UF2DC: ultra fast 2D classifier
● It is a the two-dimensional visual map classifier and 

regressor.
● Map high dimensional problems to 2D using LDA.
● The class contours in 2D is defined using the 

training patterns in the projected space.
● A test pattern x is assigned to the class associated 

in the projected space.
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UF2DC: ultra fast 2D classifier
● Published in:

● The code is available in:

https://persoal.citius.usc.es/manuel.fernandez.delgado/papers/uf2d
cr/

https://persoal.citius.usc.es/manuel.fernandez.delgado/papers/uf2dcr/
https://persoal.citius.usc.es/manuel.fernandez.delgado/papers/uf2dcr/
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UF2DC: ultra fast 2D classifier
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UF2DR: ultra fast 2D regressor
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LDA in Python (I)
● Implemented in sklearn.discriminant_analysis



Linear Discriminant Analysis Eva Cernadas 16

LDA in Python (II)

● sklearn.discriminant_analysis.LinearDiscriminant
Analysis object.

● Fit() / predict() methods for training/testing.
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LDA classifier in Matlab
● Function  fitcdiscr() for training.
● predict() for testing.
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LDA in R
● Implemented in package MASS, function lda
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